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The Public Interest Energy Research (PIER) Program supports public interest
energy research and development that will help improve the quality of life in
California by bringing environmentally safe, affordable, and reliable energy
services and products to the marketplace.

The Program’s final report and its attachments are intended to provide a complete
record of the objectives, methods, findings and accomplishments of the Energy
Efficient and Affordable Commercial and Residential Buildings Program. This
attachment is a compilation of reports from Project 3.1, Demand-Controlled
Ventilation Assessment, providing supplemental information to the final report
(Commission publication #P500-03-096). The reports, and particularly the
attachments, are highly applicable to architects, designers, contractors, building
owners and operators, manufacturers, researchers, and the energy efficiency
community.

This document is one of 17 technical attachments to the final report,
consolidating eight research reports from Project 3.1:

»  Modeling and Testing Strategies for Evaluating Ventilation Load
Reductions Technologies (April 2001)

= Description of Field Test Sites. (Feb 2003, rev.)

= State-of-the-Art Review of CO> Demand Controlled Ventilation
Technology and Application. NISTIR 6729 (Mar 2001)

= VSAT — Ventilation Strategy Assessment Tool. (Aug 2003)

= Jnitial Cooling and Heating Season Field Evaluations for
Demand-Controlled Ventilation. (Feb 2003)

= Simulations of Indoor Air Quality and Ventilation Impacts of
Demand Controlled Ventilation in Commercial and Institutional
Buildings. NISTIR 7042 (Aug 2003)

»  Recommendations for Application of CO>-Based Demand
Controlled Ventilation: Proposed Design Requirements and
Design Guidance for ASHRAE Standard 62 and Title 24. (Aug

2003)

= Evaluation of Demand Controlled Ventilation, Heat Pump
Technology, and Enthalpy Exchangers. (Aug 2003, rev)

The Buildings Program Area within the Public Interest Energy Research (PIER)
Program produced this document as part of a multi-project programmatic
contract (#400-99-011). The Buildings Program includes new and existing
buildings in both the residential and the nonresidential sectors. The program
seeks to decrease building energy use through research that will develop or
improve energy-efficient technologies, strategies, tools, and building
performance evaluation methods.
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For the final report, other attachments or reports produced within this contract, or
to obtain more information on the PIER Program, please visit
www.energy.ca.gov/pier/buildings or contact the Commission’s Publications
Unit at 916-654-5200. The reports and attachments, as well as the individual
research reports, are also available at www.archenergy.com.

Project 3.1, Demand-Controlled Ventilation Assessment

A joint project between Purdue and NIST, investigated energy and cost
savings associated with demand-controlled ventilation (DCV). In addition
to energy and economic simulation and analysis supported by field
experiments, the project provided a general study of indoor air quality
implications of demand controlled ventilation.

= In most cases, the payback period associated with demand controlled
ventilation with economizer override was less than two years.

= The greatest cost savings and lowest payback periods occur for
buildings that have variable and unpredictable occupancy levels, such
as auditoriums, gyms and retail stores.

= The greatest savings and lowest payback periods occur in the more
extreme inland climates. Mild coastal climates have smaller savings
and longer payback periods.

This document is a compilation of eight technical reports from the
research.


www.energy.ca.gov/pier/buildings
www.archenergy.com

DESCRIPTION OF FIELD TEST SITES
Revision for Walgreens Field Sites

Deliverables 2.1.1a, 2.1.1b, and 3.1.1a

Progress report submitted to:
Architectural Energy Corporation

For the Building Energy Efficiency Program
Sponsored by:
California Energy Commission

Submitted By:

Purdue University

Principal Investigator: ~ James Braun, Ph.D., P.E.
Research Assistants: Tom Lawrence, P.E.
Kevin Mercer

Haorong Li

April 2001
Revision February 2003

Mechanical Engineering
1077 Ray W. Herrick Laboratories
West Lafayette, IN 47907-1077
(765) 496-6008
(765) 494-0787 (fax)

RAY W. HERRICK
LABORATORIES

PURDUE ENGINEERING



TABLE OF CONTENTS

LIST OF TABLES
LIST OF FIGURES

1. INTRODUCTION
1.1 Purdue Research Projects under this Program
2.2 Related Reports

2. SELECTION OF FIELD TEST SITES
2.1 Criteria for selection of the building and climate types
2.2 California climate types
2.3 Method for selecting sites

3. DESCRIPTION OF FIELD TEST SITES
3.1 Modular School Rooms
3.2 Fast Food Restaurants
3.3 Retail Stores

4. TESTING PLAN

):
()
= o

il

[

BB W

17
36

39



LIST OF TABLES

1 — Data List for Modular School Room Field Test Sites
2 - Data List for Inland Restaurant Field Test Sites (Watt Avenue and Castro Valley)

3 - Data List for Inland Restaurant Field Test Sites (Bradshaw Road and Milpitas)

i



LIST OF FIGURES

1 — Field Test Sites Data Collection and Communication Overview

i1



1. INTRODUCTION

Purdue University is under contract to Architectural Energy Corporation on behalf of the
California Energy Commission (CEC) to conduct several research projects. This work is
being done under the Building Energy Efficiency Program as part of the CEC’s Public
Interest Energy Research (PIER) Program.

1.1 Purdue Research Projects under this Program

The work at Purdue is focused on four specific projects and is being coordinated under
the direction of Dr. James Braun, P.E. Each project covers different technologies or
concepts that have shown promise for improving energy efficiency in building heating,
ventilation and air conditioning (HVAC) systems. Specifically, the four projects that
Purdue is working on include evaluations and studies of the following. (1) fault detection
and diagnostics (FDD) of rooftop air conditioning units (Project 2.1); (2) demand
controlled ventilation (DCV) assessment (Project 3.1); (3) assessment and field testing of
ventilation recovery heat pumps (Project 4.2); and (4) night ventilation with building

thermal mass (Project 3.2).

The first three of these projects are currently active, with the Project 3.2 scheduled to
start in September of 2001. All four of the projects involve both theoretical analysis and
field demonstration and evaluation. This report describes the field test sites selected for
use in projects 2.1 and 3.1. Monitoring equipment has been installed at modular school
room and restaurant field sites in Northern California. We have an agreement with the
Walgreens Company to allow use of retail store sites in the Los Angeles metropolitan
area, and installation is expected to being in August of 2001. An update to this report

will be issued when the retail store installations are finalized.
1.2 Related Reports

This report describes the field test sites selected for use with the CEC PIER project.
Other related reports submitted in parallel with this report are: (1) “Description of
Laboratory Setup” and (2) “Modeling And Testing Strategies for Evaluating Ventilation

Load Reduction Technologies.



The report “Description of Laboratory Setup” provides a description of the York rooftop
unit and Honeywell Demand Controlled Ventilation system that are installed outside the
Purdue Herrick Laboratory and the instrumentation used for monitoring the setup.. This
setup follows closely the field site setups in California. The instrumentation includes
measurement of system temperatures, pressures, relative humidities and carbon dioxide
concentrations. The Laboratory Setup report covers in detail the setup and operation of
the Virtual Mechanic hardware and ACRx ServiceTool Suite of monitoring software,
both provided by Field Diagnostic Services. Finally, the report describes the general

process for collecting and retrieving data downloaded from the field test sites.

The “Ventilation Strategy Analysis” report presents an overview of the modeling
approach and input data to be used in evaluating the energy savings associated with
several ventilation load reduction technologies. In addition, an overview of the
preliminary test plan and field site monitoring setup for the heat pump heat recovery unit

is given.



2. SELECTION OF FIELD TEST SITES

Projects 2.1 and 3.1 involve the use of 12 common field sites for evaluation of FDD and
demand-controlled ventilation. In these two projects, field performance data will be
obtained from heating/cooling units. Three different building types are being utilized in

two different climate zones.

2.1 Criteria for selection of the building types

All of the Purdue projects are focused on small commercial buildings that utilize
packaged air conditioning and heating equipment. The criteria used for selecting the
types of buildings to include as field test sites focused on the typical building occupancy
schedule, the building size and typical HVAC system installed, and the ability to identify
multiple sites of similar design and construction within the same climate region. To
reduce costs, the same test buildings are being used for the field studies in Projects 2.1
(fault detection and diagnostics) and 3.5 (demand-controlled ventilation). Earlier studies
on demand-controlled ventilation indicated that the greatest benefits (in terms of energy
savings) are possible with buildings that have variable occupancy schedules. Thus, the
three building types selected for the field test sites are smaller retail stores, restaurants
and schools. For each type of building, two nearly identical sites will be used in two
different climates. This will allow comparative analysis of the energy savings associated
with demand-controlled ventilation in terms of building type and climate. The fault
detection and diagnostics project is focused strictly on small commercial packaged air
conditioning units, so the field sites provide a range of equipment for demonstration and
evaluation of this technology. A single site will be used to demonstrate a heat pump heat
recovery unit. However, the data obtained from the demand-controlled ventilation sites
can also be used to estimate savings for the heat pump heat recovery unit if it were

installed in these additional sites.

A large number of modular schoolrooms are installed throughout the state of California.

These rooms are all very similar in design and construction, and all typically use wall



mounted heat pumps for heating and cooling. One advantage of the modular schoolroom

for this study is that essentially identical rooms can be monitored side-by-side.

For the restaurant building type, the systems used to condition the children’s play areas
that are common in many fast food chains will be monitored. These rooms typically are
self-contained, or nearly so, and only require one or two rooftop units for cooling and
heating. By monitoring only the play areas in these restaurants, the study can gather data
on spaces that have the greatest variability in occupancy, and also will eliminate the

effects of the kitchen area and its associated ventilation systems.

The third building type selected is a small retail store. Small retail stores can have an
extremely wide variation in occupancy patterns. Chain stores were considered for the

study since essentially identical buildings can be found.

2.2 California Climate Types

Although California has a wide range of climate types, much of the state can be
characterized as a Mediterranean climate. This climate type experiences warm, dry
summers and temperate moist winters. The state also includes desert regions in southern
California (such as Palm Springs) and coastal regions. The specific climate type for a
given locality may vary significantly within a small distance due to the influence of
factors such as topology and the proximity to the ocean. Some of the best examples of
these variations occur in the San Francisco Bay area where the distance of just a few

miles can lead to significant variations in rainfall patterns and sky conditions

2.3 Method for selecting sites

It is not possible within the scope of this project to evaluate the new technologies for all
possible climate regions in California using field data. However, it will be possible to
perform more extensive evaluations through simulation. For the field studies,

representative buildings were selected in two different macroclimate types (coastal and



inland). In addition, some of the selected sites are in northern California and some are in
southern California, which gives as wide a range of location and climate type as practical
within the context of these projects. The inland sites vary from the Mediterranean
climate type of the Central Valley around Sacramento to the desert regions around Palm
Springs. Although it was not possible to have field sites for all technologies in all climate
regions, the areas selected for study represent those with the greatest concentration of

population and commercial development.

Before the projects officially started, contacts were made with the owners of potential
building sites within the school, restaurant and retail store categories. The identification
of sites has been a time consuming process that has required the help of several of the
participating organizations, including Honeywell, Schiller Associates, Carrier

Corporation, Southern California Edison, and Architectural Energy Corporation.

The first buildings identified were schools. During the summer of 2000, contacts were
made and meetings held with representatives of the Oakland Unified School District and
the Woodland Joint Unified School District. Woodland is approximately 20 miles west
of Sacramento and represents an inland climate type. The monitoring systems were
installed at two rooms located side-by-side at each of the two school districts in

December of 2000. More details on these sites are contained later in this report.

The restaurant building type is represented by two franchisee owned McDonald’s stores
in the Sacramento area and by two corporate owned stores on the southeastern San
Francisco Bay area. These stores have PlayPlace areas with similar construction and
HVAC system installations, although it was not possible to find stores with identical
design and sun orientation. Sun orientation can be particularly important for the
PlayPlace areas, since they typically include a large percentage of glass area.
Monitoring equipment was installed in the Sacramento McDonalds during the middle of
March, 2001. In the San Francisco Bay Area, a representative of McDonalds corporate
office identified two stores for inclusion in our study that will be the best fit for our
needs. Monitoring equipment were installed in May of 2001 at these two stores. More

details on these sites are also given in the later sections of this report.



The retail stores are in Southern California. The Walgreens corporation has agreed to our
using their stores as part of this program. Monitoring systems are installed at stores
located in Rialto (near Riverside) and Anaheim. The Rialto store is located in a near

desert climate, while Anaheim is a more coastal climate type.



3. DESCRIPTION OF FIELD TEST SITES

Figure 1 presents a general overview of how data are monitored and collected from the
field sites. Proprietary equipment from Honeywell controls ventilation dampers using
economizer and demand-control ventilation algorithms. The Honeywell controller
incorporates sensors to measure ambient temperature and humidity, return air
temperature and carbon-dioxide concentration, and mixed air temperature. Additional
sensors are installed to monitor other air state variables, refrigerant states, power
consumption, and operational status. The primary data acquisition is accomplished using
hardware from Field Diagnostics Services (FDS) called the Virtual Mechanic (VM). The
VM communicates with the Honeywell controller across an RS485 network to obtain
sensor information and to change control strategies. The additional sensors are wired
directly to the VM. Data are sampled at approximately 5-minute intervals and are stored
in the VM. For some field sites, multiple VMs are employed for multiple packaged air
conditioners. Data are downloaded each day using cell phones connected to the master

Virtual Mechanic at each test site.

A detailed description of the field test sites is provided in the following subsections.
Some of the detailed technical information needed to simulate the performance of the
different technologies for these buildings will be compiled later in the project. This

section contains information on the following test sites:
e Modular School Rooms — Inland Climate Type
e Modular School Rooms — Coastal Climate Type
e Fast Food Restaurants — Inland Climate Type
e Fast Food Restaurants — Coastal Climate Type
e Retail Stores — Inland Climate

e Retail Stores — Coastal Climate



Fioure 1 — Field Test Sites Data Collection and Communication Overview
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BUILDING TYPE:

Inland Climate Locations

ADDRESS:

Modular School Rooms

Gibson Elementary School
312 Gibson Road
Woodland, CA 95695
(530) 662-3944

EQUIPMENT INSTALLATION DATE: December 14-19, 2000

CELL PHONE NUMBER:

(765) 427-0311

DETAILED BUILDING DESCRIPTION:

Floor Area

20 feet by 40 feet (800 sq. ft.)

Building Orientation

East — West

Wall Construction

Walls are 2x4 stud construction with R-11 insulation.
Internal walls have %2 vinyl covered fiberboard over
°/s” gypsum wallboard.

Windows/ Shading

Wood panel exterior with no windows on south or
north sides. East and west sides have one 4’ x 8’
window, with door on east side. Two-foot overhang
on west wall and three-foot overhang on east wall
entrance area.

Windows are double-pane with %4 air gap.

Roof/Ceiling Construction

Flat roof with reflective paint coating. Roof has R-19
insulation. Interior drop ceiling is 8 above occupied
space with t-bar 18” below the roof.

Floor Crawl space below is ventilated with R-11 insulation
below floor.
Lighting 10 sets of fluorescent lights, 120 W each with

magnetic ballast.

Other Loads and
Equipment

One desktop computer and one small refrigerator.

Occupancy Patterns

8:30 am to 3:00 pm weekdays. Usually one or two
hours on Saturday mornings.

The rooms are occupied by 15-20 small children per
room, plus teacher. (These are kindergarten — first
grade rooms.)




Gibson School (Cont’d)

Woodland School Site — Woodland School Site —
Rear View Looking East Front View Looking West

Each building (modular school room) has its own packaged air conditioner/heat pump.
Two side-by-side units have been retrofit with the Honeywell economizer and demand
control ventilation system and fully instrumented. Two VMs are networked together
with one of units linked to a cell phone. The heat pump units were originally set up for
fixed percentage of outdoor air, and did not have outdoor air flow control dampers. It
was estimated that, based on the installation configuration, the airflow control was set up

for approximately 15% outdoor air at these sites before the retrofit.
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HEATING / AIR CONDITIONING EQUIPMENT:

Each building (room) has a sidewall-mounted heat pump as described in the table below.

Manufacturer Bard Manufacturing

Model WH 421-A

Nominal Cooling Capacity | 3’2 Tons

Number of Stages 1

SEER / HSPF 10.0/6.8

Supplemental Heating 10 kW nominal electric resistance heater.
Capacity

Electrical Single phase, 220 V

Supply Fan Rating 1400 cfm @ 0.3”

TEST INSTRUMENTATION:

Table 1 lists the input data channels used at the modular schoolrooms. The same data list

1s used at both the Woodland and Oakland school sites.
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Table 1 — Data List for Modular School Room Field Test Sites

Channel # Data Point
Power Transducer Channels

1 Unit voltage

2 Compressor 1 voltage
3 Common

4 Unit total current

5 Compressor 1 current

6-8 Spare - Not Used

Other Analog Input Data

9 Suction line pressure, Stage 1

10 Liquid line pressure, Stage 1

11-14 Spare - Not Used

15 Mixed air temperature

16 Return air temperature

17 Supply air temperature, before heater

18 Supply air temperature, after heater

19 Condenser inlet air temperature

20 Condenser outlet air temperature

21 Suction line temperature, Stage 1

22 Discharge line temperature, Stage 1

23 SPARE - Used as additional ambient T
24 SPARE - Used as additional ambient T
25 Evaporation temperature, Stage 1
26 Condensation temperature, Stage 1

27- 32 Spare - Not Used

Calculated Data Channels

33-50 NOT USED
51 Honeywell DCV indoor (and outdoor) CO2 conc.
52 Honeywell DCV mixed air temperature
53 Honeywell DCV return air temperature
54 Honeywell DCV return / outdoor humidity
55 Honeywell DCV outdoor air temp & damper position
56 Honeywell DCV minimum damper position
57 superheat, stage 1
58 subcooling, stage 1
59 evaporating temperature, stage 1
60 condensing temperature, stage 1
61 condensing temperature over ambient (CT-AIC), stage 1
62 superheat, stage 2
63 subcooling, stage 2
64 evaporating temperature, stage 2
65 condensing temperature, stage 2
66 condensing temperature over ambient (CT-AIC), stage 2

12



Table 1 — Data List for Inland Modular School Room Field Test Site (Cont’d)

Channel Data Point

67 evaporator temperature difference (RA-SA)

68 NOT USED

69 NOT USED

70 unit power (kW)

71 unit KWh

72 unit MWh

73 compressor 1 power (kW)

74 compressor 1 KWh

75 compressor 1 MWh

76 compressor 2 power (kW)

77 compressor 2 KWh

78 compressor 2 MWh

79 digital input 1, supply fan, run time (8 hours)

80 digital input 1, supply fan, run time (seconds)

81 digital input 2, cooling 1, run time (8 hours)

82 digital input 2, cooling 1, run time (seconds)

83 digital input 3, cooling 2, run time (8 hours)

84 digital input 3, cooling 2, run time (seconds)

85 digital input 4, heat 1, run time (8 hours)

86 digital input 4, heat 1, run time (seconds)

(
87 digital input 5, heat 2, run time (8 hours)
88 digital input 5, heat 2, run time (seconds)

89 digital input 6 run time (8 hours)

90 digital input 6 run time (seconds)

91 time since reset accumulators (8 hours)

92 time since reset accumulators (seconds)

93 up time (8 hours)

94 up time (seconds)

05 board temperature (F)

96 board battery voltage (V)

Digital Channels
Supply fan contact (fan on / fan off)

Low voltage control signal for compressor contact

Spare

Heat on

Electric heat

DA R WN -
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BUILDING TYPE:

Coastal Climate Location

ADDRESS:

Modular School Rooms

Fremont High School
4610 Foothill Blvd.
Oakland, CA

(510) 879-3020

EQUIPMENT INSTALLATION DATE: December 19-21, 2000

CELL PHONE NUMBER:

DEtAILED DESCRIPTION:

(765) 427-0325

Floor Area

20 feet by 40 feet (800 sq. ft.)

Building Orientation

East — West

Wall Construction

Walls are 2x4 stud construction with R-11 insulation.
Internal walls have %2 vinyl covered fiberboard over
°/s” gypsum wallboard.

Windows/ Shading

Wood panel exterior with no windows on south or
north sides. East and west sides have one 4’ x 8’
window, with door on east side. Two-foot overhang
on west wall and three-foot overhang on east wall
entrance area.

Windows are double-pane with %4 air gap.

Roof/Ceiling Construction

Flat roof with reflective paint coating. Roof has R-19
insulation. Interior drop ceiling is 8” above occupied
space with t-bar 18” below the roof.

Floor Crawl space below is ventilated with R-11 insulation
below floor.
Lighting Approximately 10 sets of fluorescent lights, 120 W

each with magnetic ballast.

Other Loads and
Equipment

One desktop computer. (To be verified)

Occupancy Patterns

8:30 am to 3:00 pm weekdays.

The rooms are occupied by 15-20 high school
students per classroom.

14




Fremont High School (Cont’d)

Oakland School Site (Fremont High

School) - View Looking Along North Walls

Each building (modular school room) has its own packaged air conditioner/heat pump.
Two side-by-side units have been retrofit with the Honeywell economizer and demand
control ventilation system and fully instrumented. Two VMs are networked together
with one of units linked to a cell phone. The heat pump units were originally set up for
fixed percentage of outdoor air, and did not have outdoor air flow control dampers. It
was estimated that, based on the installation configuration, the airflow control was set up

for approximately 15% outdoor air at these sites before the retrofit.
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HEATING / AIR CONDITIONING EQUIPMENT:

Each building (room) has a sidewall-mounted heat pump manufactured by Bard
Industries, Model WH 421A. These are the same units as used at the Woodland school

site. The units are contained within a fenced off area on the north end of the buildings.

Nominal Cooling Capacity | 3’2 Tons

SEER / HSPF 10.0/6.8

Heating Capacity 10 kW nominal electric resistance heater. Note: The
electrical resistance heaters are not functioning for
these rooms.

Electrical Single phase, 220 V

Supply Fan Performance 1400 cfm @ 0.3”

TEST INSTRUMENTATION:

The Fremont school site uses the same data point list given in Table 1 for the Woodland

schools.

16



BUILDING TYPE: Fast Food Restaurants

Inland Climate Locations

ADDRESS: McDonalds Restaurant
2434 Watt Ave.
Sacramento, CA 95821
(916) 971-0244

3560 Bradshaw Road
Sacramento, CA 95827
(916) 361-8186

CONTACT: Mike Godlove (Owner)
2508 Garfield Ave
Carmichael, CA 95608
(916) 483-6065

EQUIPMENT INSTALLATION DATE: March 12-14, 2001

CELL PHONE NUMBERS: (765) 427-7714 and 427-7919

DEtAILED DESCRIPTION:

Equipment at two nearly identical McDonald’s PlayPlaces in Sacramento have been
retrofit with the Honeywell economizer and demand control ventilation system and fully
instrumented. Each system has its own dedicated VM with a cell phone for data
transmission. The Watt Avenue site has a slightly smaller floor area (approximately 20
square feet less take from two corners). The following subsections give some details on

the building construction and operation. Additional details will be obtained later.
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Sacramento Area McDonalds PlayPlace Construction (Watt Avenue and Bradshaw

Road)

Floor Area

Approximately 20 feet by 30 feet (600 sq. ft.) that is
for the most part isolated from the dining and
cooking areas.

Building Orientation

Primary axis for this room is North - South.

Major glass surfaces on the East and South walls.
West face is interior wall shared with the dining area.

Wall Construction

“Stucco” exterior covering.

Windows/ Shading

Major glass surfaces on the East and South walls.
West face is interior wall shared with the dining area.
Some window area on North wall. No exterior
shading. Windows are tinted with double pane, '4”
air gap construction.

Roof/Ceiling Construction

Flat roof with light colored asphalt coating.

Floor

Tile on slab construction.

Lighting

Approximately six sets of fluorescent lights, with
four bulbs each with magnetic ballast.

Other Loads and
Equipment

Some air exchange with dining area and outdoor air
via door in the common vestibule.

Ceiling fans keep air in motion.

Occupancy Patterns

PlayPlace hours are: 9 am to 9:30 pm.

Occupancy varies from 0 to a maximum of
approximately 40.

18




Watt Avenue (Sacramento Area) McDonalds PlayPlace Pictures

Watt Avenue McDonalds —
View Looking Southwest

Interior view of Watt Avenue
McDonalds PlayPlace Area showing
location of return air and supply air
ducts.

- > A - < -‘ &;ZI-'-
Watt Avenue McDonalds —
Rooftop Units Undergoing Equipment Installation
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Bradshaw Road (Sacramento Area) McDonalds PlayPlace Pictures

Bradshaw Road McDonalds —

View I .ankino Narthwest

Rooftop Units Undergoing Equipment Installation

HEATING / AIR CONDITIONING EQUIPMENT:

Each PlayPlace uses rooftop-mounted units for providing heating, cooling and ventilation
air to the room. The two sites differ in the number of rooftop units used, with the Watt
Avenue building using one two-stage unit and the Bradshaw Road building using two
smaller single-stage units. According to York International's regional support
representative, the units are custom designed for supply to McDonalds Corporation for

the PlayPlace areas. The following tables describe the units used at each site. Since they

20



are custom designs, published performance ratings and other technical details were not

readily available. This information will be obtained later.

Watt Avenue

Manufacturer York International

Model D3CGI120N20025MKD
Nominal Cooling Capacity | 10 Tons

Number of Stages 2

SEER / HSPF TBD

Heating Capacity 200,000 Btu/hr nominal output
Electrical Three phase, 220 V

Supply Fan Performance

4,000 cfm manufacture rated

Bradshaw Road

Manufacturer York International

Model DICGO072N07925ECC
Nominal Cooling Capacity | 6 Tons

Number of Stages 1

SEER / HSPF TBD

Heating Capacity 100,000 Btu/hr nominal output
Electrical Three phase, 220 V

Supply Fan Performance

2,400 cfm manufacture rated (each)

21




TEST INSTRUMENTATION:

Tables 2 and 3 list the data channels used at the restaurants. A slightly different list is
required for each site since the HVAC equipment setup is different. In particular, the
Watt Avenue site has one larger (10 ton) unit with 2-stage cooling to condition the entire
room. The Bradshaw Road site, on the other hand, has two smaller (6 ton) single-stage
cooling units operating in parallel. Instrumentation for fault detection and diagnostics
and monitoring was set-up for one rooftop unit per site, as originally planned in the
project proposal stage. Therefore, one unit at the Bradshaw Road site was fully
instrumented for both FDD and DCV purposes, while the second unit was instrumented
only for the purposes of collecting data for the DCV project. The Watt Avenue site has
only one rooftop unit and was fully instrumented according to the standard data list. All

data will be collected using one Virtual Mechanic at each site.
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Table 2 — Data List for Inland Restaurant Field Test Site (Watt Avenue)

Channel # Data Point
SENSOR CHANNELS
Power Transducer Channels
1 Unit voltage
2 Compressor 1 voltage
3 Compressor 2 voltage
4 Unit total current
5 Compressor 1 current
6 Compressor 2 current
Other Analog Input Data
7 SPARE - Not used
8 SPARE - Not used

9 Suction line pressure, Stage 1
10 Discharge pressure, Stage 1
11 Suction line pressure, Stage 2

12 Discharge pressure, Stage 2
13 SPARE - Not used
14 SPARE - Not used
15 Mixed air temperature
16 Return air temperature
17 Supply air temperature, before heater
18 Supply air temperature, after heater
19 Condenser inlet air temperature
20 Condenser outlet air temperature
21 Suction line temperature, Stage 1
22 Discharge line temperature, Stage 1
23 Liquid line temperature before filter/drier, Stage 1
24 Liquid line temperature after filter/drier, Stage 1
25 Evaporation temperature, Stage 1
26 Condensation temperature, Stage 1
27 Suction line temperature, Stage 2
28 Discharge line temperature, Stage 2
29 Liquid line temperature before filter/drier, Stage 2
30 Liquid line temperature after filter/drier, Stage 2
31 Evaporation temperature, Stage 2
32 Condensation temperature, Stage 2
Calculated Data Channels
33-50 NOT USED
51 Honeywell DCV indoor (and outdoor) CO2 conc.
52 Honeywell DCV mixed air temperature
53 Honeywell DCV return air temperature
54 Honeywell DCV return / outdoor humidity
55 Honeywell DCV outdoor air temp & damper position
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Table 2 — Data List for Inland Restaurant Field Test Site (Watt Avenue) — Cont’d

Channel Data Point

56 Honeywell DCV minimum damper position
57 superheat, stage 1

58 subcooling, stage 1

59 evaporating temperature, stage 1

60 condensing temperature, stage 1

61 condensing temperature over ambient (CT-AIC), stage 1
62 superheat, stage 2

63 subcooling, stage 2

64 evaporating temperature, stage 2

65 condensing temperature, stage 2

66 condensing temperature over ambient (CT-AIC), stage 2
67 evaporator temperature difference (RA-SA)
68 NOT USED

69 NOT USED

70 unit power (kW)

71 unit KWh

72 unit MWh

73 compressor 1 power (kW)

74 compressor 1 KWh

75 compressor 1 MWh

76 compressor 2 power (kW)

77 compressor 2 KWh

78 compressor 2 MWh

79 digital input 1, supply fan, run time (8 hours)
80 digital input 1, supply fan, run time (seconds)
81 digital input 2, cooling 1, run time (8 hours)
82 digital input 2, cooling 1, run time (seconds)
83 digital input 3, cooling 2, run time (8 hours)
84 digital input 3, cooling 2, run time (seconds)
85 digital input 4, heat 1, run time (8 hours)

86 digital input 4, heat 1, run time (seconds)
87 digital input 5, heat 2, run time (8 hours)

88 digital input 5, heat 2, run time (seconds)
89 digital input 6 run time (8 hours)

90 digital input 6 run time (seconds)

9 time since reset accumulators (8 hours)

92 time since reset accumulators (seconds)
93 up time (8 hours)

94 up time (seconds)

95 board temperature (F)

96 board battery voltage (V)
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Table 2 — Data List for Inland Restaurant Field Test Site (Watt Avenue) — Cont’d

Digital Channels

Supply fan contact (fan om / fan off)

Low voltage control signal for compressor 1 contact
Low voltage control signal for compressor 2 contact
Heating 1

Heating 2

DR WN -~
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Table 3 — Data List for Inland Restaurant Field Test Site (Bradshaw Road)

Channel # Data Point
SENSOR CHANNELS
Power Transducer Channels
1 Unit 1 input voltage
2 Compressor voltage, Unit 1
3 Unit 2 input voltage
4 Unit 1 total current
5 Compressor current, Unit 1
6 Unit 2 total current
Other Analog Input Data
7 SPARE - Not used
8 SPARE - Not used
9 Suction line pressure, Unit 1
10 Discharge pressure, Unit 1
11 SPARE - Not used
12 SPARE - Not used
13 SPARE - Not used
14 SPARE - Not used
15 Mixed air temperature - Unit 1
16 Return air temperature - Unit 1
17 Supply air temperature, before heater - Unit 1
18 Supply air temperature, after heater - Unit 1
19 Condenser inlet air temperature - Unit 1
20 Condenser outlet air temperature - Unit 1
21 Suction line temperature - Unit 1
22 Discharge line temperature - Unit 1
23 Liquid line temperature before filter/drier - Unit 1
24 Liquid line temperature after filter/drier - Unit 1
25 Evaporation temperature - Unit 1
26 Condensation temperature - Unit 1
27 SPARE - Not used
28 SPARE - Not used
29 Mixed air temperature - Unit 2
30 Mixed air humidity - Unit 2
31 Supply air temperature - Unit 2
32 Supply air humidity - Unit 2
CALCULATED DATA CHANNELS
33-50 NOT USED
51 Honeywell DCV indoor (and outdoor) CO2 conc.
52 Honeywell DCV mixed air temperature
53 Honeywell DCV return air temperature
54 Honeywell DCV return / outdoor humidity
55 Honeywell DCV outdoor air temp & damper position
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Table 3 — Data List for Inland Restaurant Field Test Site (Bradshaw Road) — Cont’d

Channel Data Point

56 Honeywell DCV minimum damper position
57 superheat, stage 1

58 subcooling, stage 1

59 evaporating temperature, stage 1

60 condensing temperature, stage 1

61 condensing temperature over ambient (CT-AIC), stage 1
62 NOT USED

63 NOT USED

64 NOT USED

65 NOT USED

66 NOT USED

67 NOT USED

68 NOT USED

69 NOT USED

70 unit power (kW)

71 unit KWh

72 unit MWh

73 compressor 1 power (kW)

74 compressor 1 KWh

75 compressor 1 MWh

76 compressor 2 power (kW)

77 compressor 2 KWh

78 compressor 2 MWh

79 digital input 1, supply fan, run time (8 hours)
80 digital input 1, supply fan, run time (seconds)
81 digital input 2, cooling 1, run time (8 hours)
82 digital input 2, cooling 1, run time (seconds)
83 digital input 3, cooling 2, run time (8 hours)
84 digital input 3, cooling 2, run time (seconds)
85 digital input 4, heat 1, run time (8 hours)

86 digital input 4, heat 1, run time (seconds)
87 digital input 5, heat 2, run time (8 hours)

88 digital input 5, heat 2, run time (seconds)
89 digital input 6 run time (8 hours)

90 digital input 6 run time (seconds)

91 time since reset accumulators (8 hours)

92 time since reset accumulators (seconds)
93 up time (8 hours)

94 up time (seconds)

95 board temperature (F)

96 board battery voltage (V)
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Table 3 — Data List for Inland Restaurant Field Test Site (Bradshaw Road) — Cont’d

Digital Channels

Supply fan contact (fan om / fan off)

Low voltage control signal for compressor contact
Spare

Heating

Spare

DB WN -~
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BUILDING TYPE: Fast Food Restaurants

Coastal Climate Locations

ADDRESS: 99 N. Milpitas Blvd.
Milpitas, CA 95035
(408) 263-0181

1620 Storbridge Ave.
Castro Valley, CA 94546
(510) 537-9566

CONTACT: Paul Martin
(408) 422-2339

EQUIPMENT INSTALLATION DATE: May 2001

CELL PHONE NUMBERS: (765) 427-2988
(765) 427-3052

DETAILED DESCRIPTION:

The PlayPlace areas at these two sites are not as close in design and orientation as are the
two Sacramento sites. This is a compromise in order to get two sites that are reasonably
close together and in a similar coastal climate zone. Both restaurants are located south of
Oakland on the east edge of the San Francisco Bay and have a floor space of around 1300
square feet, which is larger than the PlayPlace areas at the two Sacramento stores. The
Castro Valley restaurant is oriented with its main glass area facing west. The Milpitas
store, however, contains a larger glass area and is oriented facing north. The following
subsections contain some descriptions of the room construction and heating/cooling
equipment for these two coast climate restaurant sites. Additional details of the

construction and building operation will be obtained later.
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Castro Valley (San Francisco Bay Area) McDonalds PlayPlace Construction

Floor Area

Approximately 26 feet by 50 feet (1300 sq. ft.) that is
isolated from the dining and cooking areas by an
interior glass wall with two doors.

Building Orientation

Primary axis for this room is northwest - southeast.

The long axis glass surface area faces southwest, with
the smaller sides facing northwest and southeast.
Northeast wall is interior wall shared with the dining
area.

Wall Construction

“Stucco” exterior covering.

Windows/ Shading

Windows are tinted with double pane, /4” air gap
construction. Overhang of 24” at top that provides
minimal shading.

Total glass area of about 490 sq. ft. on southwest wall
and 195 sq. ft. each on the northwest and southeast
walls.

Roof/Ceiling Construction

Flat roof with light colored asphalt coating.

Floor

Tile on slab construction.

Lighting

Total of 26 fixtures of 48” fluorescent lights, with
four bulbs each with magnetic ballast. Several had
missing bulbs, only approximately 80% of bulbs in
place.

Other Loads and
Equipment

One TV and four video games.

Ceiling fans keep air in motion.

Occupancy Patterns

PlayPlace operating hours are 9am — 9pm.

During visit on a Sunday afternoon, occupied by
approximately 70 children and adults.
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Milpitas (San Francisco Bay Area) McDonalds PlayPlace Construction

Floor Area

Approximately 24 feet by 50 feet with 6’ by 6’ corner
that shares internal wall with kitchen storage. Total
floor is approximately 1170 sq. ft. Zone is isolated
from the dining and cooking areas by an interior glass
wall with two doors.

Building Orientation

Primary axis for this room is east - west.

The long axis glass surface area faces north, with the
smaller sides facing west and east. South wall is
interior wall shared with the dining area.

Wall Construction

“Stucco” exterior covering.

Windows/ Shading

Windows are tinted with double pane, %4 air gap
construction. Overhang of 24” at top that provides
minimal shading.

Exterior walls are essentially floor to ceiling covered
in glass. Total glass area of about 1000 sq. ft. on
north wall, 480 sq. ft. on the east wall and 360 sq. ft.
on the west wall.

Roof/Ceiling Construction

Flat roof with light colored asphalt coating.

Floor

Tile on slab construction.

Lighting

Total of 19 fixtures of 48” fluorescent lights, with
four bulbs each with magnetic ballast.

Other Loads and
Equipment

No TVs or video games.

Ceiling fans keep air in motion.

Occupancy Patterns

PlayPlace operating hours are 8am — 9pm.
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Castro Valley McDonalds PlayPlace Pictures

Interior view of Castro Valley McDonalds
PlayPlace Area.

Castro Valley McDonalds —
View Looking Southeast

T g~

Castro zﬁléy McDonalds PlayPlace e
York Rooftop Unit
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Milpitas McDonalds PlayPlace Pictures

Milpitas McDonalds —
View Looking Southeast

Interior view of Milpitas McDonalds
PlayPlace Area (NW Corner)

Milpitas McDonalds PlayPlace Area.
Two York Rooftop Units

HEATING / AIR CONDITIONING EQUIPMENT:

Each building (room) uses rooftop-mounted units for providing heating, cooling and
ventilation air to the room. The two sites differ in the number of rooftop units used. Just
like the two restaurants in Sacramento, one restaurant uses one two-stage Y ork rooftop
unit (Castro Valley) and the other (Milpitas) uses two smaller single-stage units. The
units are of the same series that were designed and built specifically for the McDonalds

PlayPlace areas. The following tables describe the units used at each site. Since they are
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more or less custom design, published performance ratings and other technical details

were not readily available.

Castro Valley

Manufacturer York International

Model D4CGI150N16525MDB
Nominal Cooling Capacity | 12 Tons

Number of Stages 2

SEER / HSPF TBD

Heating Capacity 204,000 Btu/hr nominal output
Electrical Three phase, 220 V

Supply Fan Performance

4,000 cfm manufacture rated

Milpitas

Manufacturer York International

Model D1CG072N09925C

Nominal Cooling Capacity | 6 Tons

Number of Stages 1

SEER / HSPF TBD

Heating Capacity 125,000 Btu/hr nominal output
Electrical Three phase, 220 V

Supply Fan Performance

2,400 cfm manufacture rated (each)
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TEST INSTRUMENTATION:

Similar test instrumentation will be used as for the Sacramento McDonalds. The system
at the restaurant with only one rooftop unit (Castro Valley) will be fully instrumented for
both FDD and DCV studies, like the Watt Avenue site in Sacramento. The data list is
presented in Table 2. The Milpitas site is analogous to the Bradshaw Road store in
Sacramento, whereby one unit will be fully instrumented for both FDD and DCV
purposes, while the second unit will be instrumented only for the purposes of collecting
data for the DCV project. Table 3 provides this data list. All data will be collected using

one VM at each site.
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BUILDING TYPE: Retail Store

ADDRESS:

Inland Climate Location Walgreens
550 S. Riverside
Rialto, CA
Contact: Gabriel Reyes (Store Manager)
(709) 874-6600

Coastal Climate Location Walgreens
946 S. Brookhurst
Anaheim, CA
Contact: Lee Anderson (Store Manager)
(714) 520-5444

EQUIPMENT INSTALLATION DATES:
Rialto Store: VM Monitoring Equipment: August 1-5, 2001
Functioning Honeywell Controls: June, 2002

Anaheim Store: VM Monitoring Equipment: June, 2002
Functioning Honeywell Controls: Fall 2002

CELL PHONE NUMBERS: Dedicated land phone lines were installed in August
2002 to replace the cell phone arrangement.

DETAILED BUILDING DESCRIPTION: Rialto Store (Common Design)

Floor Area 100 feet by 90 feet (9,000 sq. ft.) in retail store space,
40 feet by 20 feet in the pharmacy. An additional 35
feet by 90 feet of backroom storage and 20 feet by
100 feet for office and equipment that is not part of

the DCV study.

Building Orientation Generally north - south, with front door on northeast
corner.

Wall Construction Brick and stucco exterior.

Windows/ Shading A total of 20 windows on the two exterior walls to

the retail store area. Windows are 5 feet by 8 feet,
tinted, double-pane with %4 air gap. Windows are
on the east and north walls.

A five-foot overhang covers the sidewalk and shades
the exterior windows.

36



Roof/Ceiling Construction | Flat roof with light store coating.

Floor Floor tiles over concrete slab.

Lighting Retail store has total of 170 fixtures with 2 bulbs, 8-
foot long fluorescent lights.

Pharmacy has 33 fixtures of 2 bulb, four-foot long

fixtures.
Other Loads and Refrigerated drink and food open to store, 25 feet
Equipment linear feet.

Freezer section with doors, 20 feet long.

Photo processing machine plus two cash registers.

Occupancy Patterns Store hours are 8 am to 10 pm, seven days a week.

HEATING / AIR CONDITIONING EQUIPMENT:

Four rooftop heat pumps condition the retail store space and one additional unit is
dedicated to the pharmacy area. A separate unit is installed at the store to condition the
storage room, but since this is an isolated area not normally occupied, it is not part of the

DCYV installation study. The rooftop units are manufactured by Trane.

Manufacturer Trane

Model WFDO090C30BBC - Retail Store
WFDO075C30BBC - Pharmacy

Nominal Cooling Capacity | Retail store units - 7% tons

Retail store units - 6% tons

Number of Stages 1
SEER / HSPF 8.9 EER
Electrical Three phase, 208 V

Supply Fan Performance 2,500 nominal supply airflow @ 0.5 in. w.c. - 6%
tons

3,000 nominal supply airflow @ 0.5 in. w.c. - 7%
tons
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TEST INSTRUMENTATION:

Similar test instrumentation is used as for the McDonalds sites. Individual VM
monitoring systems are installed for each rooftop unit, and networked together to one
master VM that communicates via the cell phone. These rooftop units are single stage

compressor systems, and the same monitoring data as listed in Table 3 are used.

Trane rooftop heat pump installed on Walgreens Rialto store

38



4. TESTING PLAN
This test plan as outlined below was set up during the initial phases of the project.

The test plan has changed as the result of equipment installation schedules and
problems. The field sites were rotated more regularly between demand control
ventilation ON and OFF remotely using procedures developed by Field Diagnostic

Services.

Data is downloaded on a daily basis using cell phones connected to the master Virtual
Mechanic at each test site. The data monitoring and collection process was outlined

earlier in this report in Figure 1.
There are separate test plans for the two projects that share the 12 field test site buildings.

Project 2.1: Fault Detection and Diagnostics

A testing plan for this project is included in a separate report being submitted by Purdue
for deliverable 2.1.1b. This report is titled, “Description of Laboratory Setup” and was

described in Section 1.2 above.

Project 3.1: Demand Controlled Ventilation

The following is a general overview of the testing plan for Project 3.1. The separate
report titled “Modeling and Testing Strategies for Evaluating Ventilation Load Recovery
Technologies” being submitted by Purdue describes how the data being collected will be

analyzed.
Key parameters to measure for this project are:

= Unit power consumption for the compressors and fans.

* Energy input during heating mode. This will be expressed either in terms of
compressor and electrical resistance heater power for the sites with heat pump

heating, or in terms of natural gas usage for rooftop units with heating.
= Total cycle time for compressor (and heater) operation.

= Levels of carbon dioxide in the occupied space.
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* Temperature and humidity levels for the ambient air, mixed air, supply air and the

conditioned space.
The following is a general outline of the data gathering and test plan.
SCHOOQOLS:

March — May 2001: Monitor building performance for each of the four schoolrooms.

Use this data to build baseline data for each room.

May — June, 2001: For the remaining part of this school year, set up one building at each
site to run in Demand Controlled Ventilation (DCV) mode and the other building with the
standard economizer mode. During this time visit each room and characterize the

nominal usage patterns, etc.

Summer, 2001 (June-August): If the rooms are not to be occupied regularly during the
summer months when regular school is not in session (mid-June to early September),
then set up each room to operate in one common mode. Since the units at both school
sites were setup for fixed outdoor air ventilation rates originally, we will duplicate that
situation with the same percentage of outdoor air for each room. This will allow for a full
characterization of the building thermal performance and any baseline differences

between rooms at each site.

Fall, 2001: Around the beginning of the new school year, the control strategy will be
changed to include one building on DCV and the other on a fixed ventilation rate. The
fixed ventilation rate will be for the maximum setting required for schoolroom occupancy
as determined by ASHRAE Standard 62. The control strategies will be reversed from

that during the initial cooling season monitoring time (May to June).

November 2001 — January 2002: Maintain the same control strategy for each building for

the beginning of the heating season.

January 2002 — March 2002: Reverse ventilation control strategies between the buildings

at each climate type. Do this during a site visit in late December 2001 or early January
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2002, or remotely if possible. Change back to the same settings for each room as with

the first cooling season phase of May-June, 2001.

RESTAURANTS:

March — May 2001: Monitor building performance for each of the restaurants using one
common ventilation control strategy. This will likely be the use of the existing
economizer control. Use this time to build baseline data for each building. During this

time, visit each site (March and/or May) and characterize the nominal usage patterns, etc.

June-July, 2001: For each climate type, set up one building with DCV mode and the other
with normal economizer mode. (Sacramento sites have Honeywell economizers

currently installed.)

August-Fall, 2001: At each climate type, reverse the ventilation control strategies, with

one building using DCV and the other set-up for fixed position dampers.

November 2001 — December/January 2002: Maintain the same control strategy for each

building for the beginning of the heating season.

December 2001 — February 2002: Reverse ventilation control strategies between the
buildings at each climate type. (Do this during a site visit in December 2001 or January
2002.) Change back to the same settings for each room as with the first cooling season

phase of June-July, 2001.

RETAIL STORES

The detailed plan for monitoring the retail stores will be finalized after completion of the

equipment installation. The plan will likely be as follows.

August-Fall, 2001: After the initial installation and checkout of the control equipment,
begin to monitor the buildings at the inland and coastal climate sites with one building in

DCV mode and the other using normal economizer control mode.
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November 2001 — December/January 2002: Maintain the same control strategy for each

building for the beginning of the heating season.

December 2001 — February 2002: Reverse ventilation control strategies between the

buildings at each climate type. (Do this during a site visit in December 2001 or January

2002.)

Spring 2002: Reverse the ventilation control strategies from the cooling season data

gathered during August and the fall of 2001.
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[. INTRODUCTION

A. Scope
The heating and cooling loads associated with ventilation can contribute

significantly to the total energy requirements for a commercial space being conditioned.
In recent years, several different approaches have been proposed to reduce ventilation
loads including enthalpy exchangers, economizers, demand-control ventilation and
ventilation heat recovery heat pumps. However, different technologies may be
appropriate for different environments and buildings.

This project will focus on identifying appropriate applications and locations for
ventilation load reduction technologies within the state of California. The performance
of economizer, enthalpy exchanger, demand-controlled ventilation and heat recovery heat
pump technologies will be compared for different types of buildings and locations. For
demand-controlled ventilation, field sites are being established in coastal and inland sites
in both northern and southern California. Three different building types are being
considered with two nearly identical buildings for each location so that direct
comparisons between the performance of fixed ventilation and demand-controlled
ventilation can be made. Data from the field sites will be compared with simulation
results in order to validate computer models. The models will then be used to evaluate
the cost savings potential for this technology for other buildings and locations. In
addition, the models will also consider economizer, enthalpy exchanger, and heat pump
heat recovery technologies. The performance of all these technologies will be compared
in terms of their cost effectiveness. As a further validation of the simulation results, an

additional field will be established for testing the heat pump heat recovery unit.



B. Purpose of this Report

This progress report presents an overview of the modeling approach and input
data to be used in evaluating the energy savings associated with each of the ventilation
load reduction technologies. In addition, an overview of the preliminary test plan and

field site monitoring setup for the heat pump heat recovery unit is given.

II. VENTILATION LOAD REDUCTION TECHNOLOGIES

A. Economizer

An economizer uses outside air to reduce or eliminate the mechanical cooling
required to condition a building. This accessory usually includes an outside air damper, a
relief damper, a return air damper, filters, an actuator and linkages. An economizer can
be installed with any of the other three ventilation energy savings technologies that will
be considered in this study. When the outdoor conditions are suitable, the outdoor air
dampers switch from their minimum position (minimum ventilation air) to fully open.
For a dry-bulb economizer, this switch point occurs when ambient air is less than a
specified value. This switch point should be less than the switch point to return to
minimum outside air in order to ensure stable control. The economizer switchover
temperature may be significantly lower than the return air temperature (e.g., 10 F lower)
in humid climates where latent ventilation loads are significant. However, in dry
climates, the switchover temperature may be close to the return temperature (e.g., 75 F).
An enthalpy (or wet-bulb) economizer compares the outside and return air enthalpies (or
wet-bulb temperatures) in order to initiate or terminate economizer operation. In general,

enthalpy economizers yield lower energy costs than dry-bulb economizers, but require a



humidity measurement. With either economizer, the outside air damper modulates the
flow to maintain a mixed air temperature set point, and when this set point can no longer

be achieved, the compressor is engaged (Howel et al., 1998).

B. Enthalpy Exchanger

A rotary air-to-air enthalpy exchanger, sometimes called a heat recovery wheel, is
a revolving cylinder filled with an air permeable medium with a large internal surface
area for contact with the air passing through it. Adjacent supply and exhaust streams

each flow through half the exchanger in a counter-flow pattern as illustrated in Figure 1.

SUPPLY AIR
FROM WEATHER

@ SUPPLY AIR
< | TO SYSTEM
K/

EXHAUST AIR
TO WEATHER

EXHAUST AIR
FROM AREA

FIGURE 1. FLOW DIRECTION IN AN ENTHALPY EXCHANGER

Sensible heat is recovered as the medium picks up and stores heat from the hot
airstream and gives it up to the cold airstream. Latent heat is transferred as the medium

condenses moisture from the airstream having the higher humidity ratio, with a



simultaneous release of heat. The medium then releases the moisture through
evaporation into the airstream with the lower humidity ratio. The enthalpy exchanger
medium is fabricated from metal, mineral, or man-made materials and classified as
providing either random flow or directionally oriented flow through their structures
(Howel et al., 1998). An enthalpy exchanger works for both heating and cooling and can

allow for 100% outside air.

C. Demand Controlled Ventilation

The energy requirements to heat or cool a building can be reduced by modulating
ventilation air in response to the number of occupants in the building at any given time.
This can be accomplished by controlling the ventilation air to maintain a specific CO,
level within the building. This strategy is referred to as demand-controlled ventilation
(DCV). Brandemuehl and Braun (1999) performed a simulation study for a number of
different buildings and locations and showed that as much as 20% savings in electrical
energy for cooling are possible with demand-controlled ventilation. The savings in
heating energy associated with demand-controlled ventilation are generally much larger,
but are strongly dependent upon the building type and occupancy schedule. Significantly
greater savings are possible for buildings with highly variable occupancy schedules and
relatively large internal gains. However, the overall cost effectiveness of DCV has not

been evaluated and the savings have not been documented in the field.

D. Ventilation Heat Pump Heat Recovery

Carrier’s Energy Recycler® accessory, available for 3 to 12.5 ton rooftop units,

introduces a technique to help reduce the total load on the primary HVAC system by



outside air pre-treatment. Figure 2 illustrates operation of the Energy Recycler® using
some example design cooling conditions. In the cooling season, the Energy Recycler®
cools and possibly dehumidifies outside air entering the unit, allowing for larger
quantities of outside air. The heat is rejected into the exhaust air from the building. The
room air is used to cool the condenser coil and thus allows the condenser to operate at a
lower temperature than the ambient. During heating season, the Energy Recycler®
operates in reverse as a heat pump to extract heat from the exhaust air and pre-heat the
outside air. The application of a ventilation heat pump heat recovery units leads to a
lower load on the primary equipment. However, the unit requires energy and the overall

economics are not known.
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FIGURE 2. ENERGY RECYCLER® SCHEMATIC ATTACHED TO ROOFTOP UNIT



II. SIMULATION APPROACH

The simulations will be performed for a variety of small commercial building

types that utilize packaged air conditioning and heating equipment. A computer

simulation model is being developed for estimating the energy requirements and life

cycle economic impact for the different ventilation load reduction technologies. The

model is based upon the tool previously developed by Brandemuehl and Braun (1999).

Figure 3 shows a flow diagram of the computer simulation model to be implemented for

evaluating these different methods.
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The model will calculate hourly energy requirements for a particular building type

Ambient Conditions

Ambient Conditions

|

Design Specs.

!

Life Cycle Cost

FIGURE 3. FLOW DIAGRAM OF MODELING APPROACH

and system type and then use this data to determine the total cost of HVAC operation.

The building model will predict the thermal gains to or from the zone based upon

transient heat transfer from outside walls and internal sources. The space-conditioning



model will solve mass and energy balances for the zone air and then determine return air
conditions for the equipment model. The zone air humidity, dry-bulb temperature, and
CO2 concentration will be calculated at each hour within the space conditioning model.
The ventilation and return air will be mixed according to the ventilation technique being
analyzed. The equipment model will use mixed air conditions and the sensible cooling
requirement to determine the average supply air conditions. These entering mixed air
conditions and supply air conditions will be determined iteratively using a nonlinear
equation solver. The energy used by the equipment model will be calculated and used as
an input in determining the life cycle cost for each system.

The cost model will incorporate current electricity rates in California and
equipment costs to estimate the life cycle cost of the HVAC system for each ventilation
control technique. From this economic data, comparisons can be made between all the
different combinations of location and building type. The length of the economic
analysis will be varied to reflect different potential decision makers.

The nonlinear equation solver to be used in this study is an HVAC building/
energy simulation program called TRNSYS (1996), developed by the Solar Energy
Laboratory at the University of Wisconsin-Madison. TRNSYS is a transient systems
simulation program with a modular structure. It recognizes a system description
language in which the user specifies the components that constitute the system and the
manner in which they are connected. The TRNSYS library includes many of the
components commonly found in thermal energy systems, as well as component routines
to handle input of weather data. The modular structure of TRNSYS gives the program

tremendous flexibility and facilitates the addition to the program of mathematical models



that are not included in the standard TRNSYS library. An electronic simulation of the
previously mentioned ventilation control strategies can thus be added to the TRNSY'S
library. With this computer simulation in place, several different combinations of
location and building type can be simulated to evaluate the performance of all ventilation

control strategies.

A. Building Model

The TYPE 56: “Multi-Zone Building” component from the TRNSYS library will
be used for the building model. This component models the thermal behavior of a
building having up to 25 thermal zones. This is a very detailed model of a building that
is built up from individual descriptions of wall layers, windows, internal gain schedules,
etc. The model solves individual transient conduction through walls and considers long-
wave radiation exchanges within the space. Model inputs include separate hourly heating
and cooling setpoints and the model outputs the required heating or cooling rates

necessary to maintain the setpoints.

B. Space-Conditioning Model

The space-conditioning model determines return air conditions for the equipment
model. The zone sensible heat gain or loss and the specified zone temperature setpoint
determines the required average supply air temperature. Given the supply airflow rate
and the supply air temperature, the thermal load requirements for the equipment model
are determined by the mixed air conditions. These mixed air conditions depend on the

ventilation control strategy implemented.
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When the DCV control strategy is enabled, a minimum flow rate of ventilation air
is determined that will keep the CO, concentration in the zone at or below a specified
level (Brandemuehl and Braun, 1999). In the absence of DCV, ventilation percentages
are based on design conditions for each specific building type from the ASHRAE
Standard 62-1999. Table 1 shows the parameters used to estimate the minimum

ventilation rates according to building type.

TABLE 1. ASHRAE MINIMUM VENTILATION REQUIREMENTS

Parameter Office Retail | School | Restaurant| Hotel | Super-market
Minimum Ventilation
per Person, cfm 20 10* 15 20 15 15
Maximum Design
Occupancy for minimum 7 20 50 70 30 8

ventilation flow, P/1000 ft?

*Retail store minimum ventilation is based upon an average of 0.25 cfm/ft for upper and lower floors.

For known ventilation flow, zone temperature, and ambient conditions, steady-state mass and
energy balances will be applied to the zone and air distribution system to determine average
values over each timestep for the return and zone air CO, concentration and humidity ratio.
These calculations will be based on a fully-mixed zone model, modified by an air exchange
effectiveness to account for partial short-circuiting of the supply air to the ceiling return.

Within the TRNSYS environment, the space-conditioning model will be a custom

TYPE component that will interact with the TYPE 56 model through inputs and outputs

C. Equipment Model

Packaged rooftop air conditioner with on/off controls will be simulated in this
study. The model will use the return air and ambient air conditions to determine the

average supply air conditions for the space-conditioning model. The analysis will
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include air conditioners with gas furnaces and electric auxiliary heat. The supply fan will
be on during all hours of occupancy, and the compressor or heater will cycle on and off
as necessary to maintain the zone temperature at its set point. Models for a direct
expansion air conditioner will taken from the ASHRAE Secondary Toolkit
(Brandemuehl, et al., 1993) and adapted for this project. The secondary toolkit contains a
library of subroutines and functions that have been debugged and documented. The
direct expansion and heat pump models are based upon correlations used in DOE 2.1E.
These models estimate capacity (cooling or heating) and power consumption as a
function of mixed air and ambient conditions for typical devices. The outputs are scaled
according to capacity and efficiency values that are specified for ARI rating conditions.
Both high and moderate efficiency units will be considered in this study. For cooling,
both sensible and total cooling capacities are determined. Iteration with the space-
conditioning model is required, since the space humidity level is determined by the
moisture removal rate of the equipment, which is affected by the mixed air humidity.
Models for a heat pump will also be taken from the ASHRAE Secondary Toolkit
and adapted for modeling the heat pump heat recovery unit. Laboratory test data will be

taken over a wide range of conditions and used to adjust coefficients of the model.

D. Cost Model

The cost model will consider utility and initial equipment costs to determine life-
cycle costs (including inflation, alternative investments, taxes, financing, depreciation,
maintenance, etc.). Utility rate information will be gathered for each location considered,
including energy and demand rates. The life-cycle costs for different ventilation load

technologies will be compared leading to an overall assessment.
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III. SIMULATION INPUT DATA

A. Selected Locations

TMY?2 (NREL, 1995) data for a number of locations in and near California will
be used in the simulation studies. The National Renewable Energy Laboratory, NREL,
has extracted data from the National Solar Research Data Base, NSRDB, for the years of
1961 to 1990 to produce the Typical Meteorological Year, or TMY weather data. TMY
data is a set of hourly values of solar radiation and meteorological elements for a one-
year period. It consists of months selected from individual years and concatenated to
form a complete year. TMY?2 data is a more recent version that was completed in March
of 1994. Two minor errors that affected about 10% of the original TMY data stations
were corrected in this version.

For this study, locations were selected from the available TMY?2 data that are
representative of diverse climates acrorss California. The selected cities are shown in

Table 2.

TABLE 2. CALIFORNIA AND NEVADA CITIES FOR TRNSYS SIMULATIONS

Latitude Longitude
City Deg Min Deg Min Elev. (m)
Arcata N40 59 W124 06 69
Bakersfield N35 25 W119 03 150
Daggett N34 52 W116 47 588
Fresno N36 46 W119 43 100
Los Angeles N33 56 W118 24 32
Sacramento N38 31 W121 30 8
San Diego N32 44  Wi117 10 9
San Francisco N37 37 Wi122 23 5
Santa Maria N34 54 W120 27 72
Reno, NV N39 30 W119 47 1341
Las Vegas, NV N36 05 W115 10 664

Arcata, San Francisco, Santa Maria, Los Angeles and San Diego are on the west

coast of California proceeding from the north to south. These areas have very temperate
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climates averaging around 80°F and 40 to 50% relative humidity during the summer
season. During winter months, the mean temperature drops to the low 40’s and perhaps
on occasion the upper 30’s. Sacramento, Fresno, Bakersfield, and Baggett are inland
from the west coast, approximately in the middle of the state. These areas are much
hotter in the summer season, especially Bakersfield and Baggett. Las Vegas and Reno,
Nevada, were both chosen to represent the eastern border area of California. Las Vegas
temperatures range from the 20’s during the winter and above 100°F during the summer.

Climates near Reno are in the high 90’s during the summer and lower teens in the winter.

B. Buildings

Brandemuehl and Braun (1999) considered four different types of buildings in
their study: office, large retail store, school, and sit-down restaurant. Descriptions for
these buildings were obtained from prototypical descriptions of commercial buildings
developed by Lawrence Berkeley National Laboratory (Huang and Franconi, 1995).
Table 3 gives data to describe these buildings. The current study will expand upon the
previous work in that the cost effectiveness of DCV and other ventilation load reduction

technologies will be considered and compared.
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Table 3: Prototypical Building Characteristics use by Brandemuehl and Braun (1999)

Large Sit-Down
Characteristic Office Retail School Restrnt.
Floor area (ft%) 6600 80,000 9,600 5250
Floors 1 2 2 1
Percent glass 15 15 18 15
Window R-value 1.6 1.7 1.7 1.5
Window shading coeff. 0.75 0.76 0.73 0.80
Wall R-value 5.6 4.8 5.7 4.9
Roof R-value 12.6 12.0 13.3 13.2
Wall material Masonry Masonry Masonry Masonry
Roof material Built-up Built-up Built-up Built-up
Weekday hours (hrs/day) 11 14 Varies 17
Weekend hours (hrs/day) 5 14 Varies 17
Equipment power (W/ft") 0.5 0.4 0.8 2.0
Lighting power (W/ft") 1.7 1.6 1.8 2.1

Four additional building types from the LBL report will be considered in the
current study: small retail stores, hotels, supermarkets, and middle schools. Tables 4, 5,
6 and 7 give data that describe these buildings. All of the simulated buildings will utilize
packaged air conditioning equipment with a natural gas electric heater. For
supermarkets, both old and new buildings will be simulated. The construction of this
building type has changed dramatically over the last 30 years. However, many older
buildings still are in commission and could be retrofit with ventilation load reduction

technologies.
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The LBL study consulted the 1989 CBECS (EIA, 1992) to determine total floor
area for each building type, vintage, and climatic zone, the percentages of floor area
heated or cooled, and the total energy use of the building type. The building shell
characteristics and schedules were derived from the LBL study; however, the LBL study
derived the data from a previous study conducted by (Huang et al., 1990) along with
updates from the 1989 CBECS.

In addition to the buildings from the LBL study, the field site buildings will also
be simulated. Site-specific data necessary for simulating system performance is
currently being gathered (see report on the Description of Field Sites for Deliverables
2.1.1a and 3.1.1a). Once all data has been gathered from the field sites, this information
will serve to validate the computer simulation model before any HVAC simulations are
conducted for other buildings and locations. For DCV, the field sites have been chosen
with two nearly identical buildings for each site. This will allow some degree of side-by-
side testing for comparison of fixed minimum ventilation and DCV. However, more
importantly, the test data will be used for validating the models and the predicted savings.
Then, the improved models can be used to evaluate savings for the other technologies and

locations.
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TABLE 4. CHARACTERISTICS OF A MODELED SMALL RETAIL STORE

Parameters

FLOOR-AREA

Building area (ft) 6400

Floors 1
SHELL

Percent Glass 15

Window R-value 1.67

Window shading co-efficient 0.84

Wall R-value 4.83

Roof R-value 12.04

Wall material masonry

Roof material built-up
OCCUPANCY

Occupancy (ft?/pers) 1635

Weekday hours (hrs/day) 12

Weekend hours (hrs/day) 4
EQUIPMENT

Power density (W/ft) 0.50

Full Egp hours (hrs/yr) 3480
LIGHTING

Power density (W/ft) 1.7

Full lighting hours (hrs/yr) 4412

SYSTEM AND PLANT
CHARACTERISTICS
System type

Heating plant
Cooling plant

Packaged single-zone
w/ economizer

Gas furnace
Direct expansion
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TABLE 5. CHARACTERISTICS OF MODELED HOTEL PROTOTYPES

FLOOR-AREA

Building area (ft)

Floors
SHELL

Percent Glass

Window R-value

Window shading co-efficient

Wall R-value

Roof R-value

Wall material

Roof material
OCCUPANCY

Occupancy (ft?/pers)

Weekday hours (hrs/day)

Weekend hours (hrs/day)
EQUIPMENT

Power density (W/ft?)

Full Egp hours (hrs/yr)
LIGHTING

Power density (W/ft?)

Full lighting hours (hrs/yr)
SYSTEM AND PLANT
CHARACTERISTICS

System type

Heating plant
Cooling plant

Large hotels

Small hotels (Motels)

250000
10

35
1.67
0.74
6.16
14.00
masonry
built-up

210
24
24

0.72
2722

1.18
5157

Packaged single-zone
w/ economizer

Gas furnace
Direct expansion

12000
2

21
1.71
0.76
5.32
13.16
masonry
shingle/ siding

120
24
24

0.69
2826

1.06
3443
Packaged single-zone

w/ economizer

Gas furnace
Direct expansion
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TABLE 6. CHARACTERISTICS OF MODELED SUPER-MARKETS

FLOOR-AREA

Building area (ft)

Floors
SHELL

Percent Glass

Window R-value

Window shading co-efficient

Wall R-value

Roof R-value

Wall material

Roof material
OCCUPANCY

Occupancy (ft?/pers)

Weekday hours (hrs/day)

Weekend hours (hrs/day)
EQUIPMENT

Power density (W/ft?)

Full Egp hours (hrs/yr)
LIGHTING

Power density (W/ft?)

Full lighting hours (hrs/yr)
SYSTEM AND PLANT
CHARACTERISTICS

Numer of systems

System type

Heating plant
Cooling plant

Supermarket
old | new
21300 21300
1 1
15 15
1.51 1.60
0.82 0.79
3.3 5.8
9.2 11.8
masonry masonry
shingle/ siding  shingle/ siding
227 227
18 18
18 18
1.20 1.20
5168 5168
24 24
7816 7816

5 (office, storage, deli,
bakery, sales)

Constant-vol.
single-zone

Variable-air vol.

single-zone

Gas furnace
Direct expansion
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TABLE 7. CHARACTERISTICS OF MODELED MIDDLE SCHOOL PROTOTYPE

FLOOR-AREA
Building area (ft?)
Floors

SHELL
Percent Glass
Window R-value

Window shading co-efficient

Wall R-value

Roof R-value

Wall material

Roof material
OCCUPANCY

Occupancy (ft?/pers)

Weekday hours (hrs/day)

Weekend hours (hrs/day)
EQUIPMENT

Power density (W/ft)

Full Egp hours (hrs/yr)
LIGHTING

Power density (W/ft%)

Full lighting hours (hrs/yr)
SYSTEM AND PLANT
CHARACTERISTICS

System type

Heating plant
Cooling plant

Parameters

136000
1

6
1.39
0.85
2.38
7.56
masonry
metal surface

2085
12
4

0.30
6462

0.8
3638

Packaged single-zone

w/ economizer

Gas furnace
Direct expansion
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IV. TESTING

A. Overview

Two distinct types of testing will be conducted for the DCV and ventilation heat
pump heat recovery projects. First of all, the Carrier heat pump heat recovery unit will be
tested in the laboratory over a wide range of conditions to be encountered in the field.
These data will be used to build performance maps for the unit that will be integrated in
the simulation tool. Secondly, field tests will be performed for DCV and heat pump heat
recovery. An overview of the data flow for the testing and evaluation phase of these

projects is given in Figure 4.
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FIGURE 4. LAB AND FIELD TESTING DATA FLOW

B. Lab Testing of the Carrier Energy Recycler® Heat Pump

Project 4.2 is intended to demonstrate the savings potential for application of
ventilation recovery heat pumps. This will be done primarily using simulation studies for
various building and climate types found throughout California. To develop the
simulation model, it is necessary to have accurate performance data for the ventilation
recovery heat pump. Therefore, the first phase of Project 4.2 will focus on laboratory
testing of a representative unit from Carrier. The environmental chambers at the Ray W.
Herrick Laboratories will be used for this testing.

Carrier Corporation, as a sponsor of this program, has provided one of their
Energy Recycler® units. This same unit will be used for both laboratory testing and field
testing. The unit size was selected based on a field test site at a school that utilizes a
Carrier 6-ton rooftop unit with gas heating. This unit was shipped to Purdue in late

February of 2001. (See the photo in Figure 5.)
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FIGURE 5. CARRIER ENERGY RECYCLER® HEAT PUMP AT HERRICK LAB
(SIDES REMOVED FOR CLARITY)

The ventilation heat pump is scheduled for testing at Herrick Laboratory
beginning in May of 2001. The testing will result in a performance map of the unit that
covers the complete expected operating envelope for the ambient and return air states.
The expected range of the operating conditions for cooling and heating mode testing are
given in Table 8. It is only necessary to vary humidity for the evaporator air stream
(outside air for cooling mode and return air for heating mode) since performance is

relatively independent of humidity when moisture is not condensed.
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TABLE 8. OPERATING ENVELOPE FOR LAB TESTING OF THE
CARRIER ENERGY RECYCLER® HEAT PUMP

Cooling Mode
Ambient Temperature 50°to 120° F
Ambient Humidity 10% to 100%
Return Air Temperature 55°t0 90° F
Return Air Humidity Not varied
Heating Mode
Ambient Temperature -10°to 55° F
Ambient Humidity Not varied
Return Air Temperature 50° to 80° F
Return Air Humidity 30% to 80%

The model will correlate sensible and total cooling capacity and power
consumption as a function of the entering states and flow rates. The model will then be

incorporated into the system model.

C. Field Testing

Field test data will be gathered at a total of 13 different sites in California:
Twelve of the test sites are the ones being set up for joint evaluation of the demand
controlled ventilation and the gathering of data for field evaluation of the fault detection
and diagnostics algorithms. A detailed discussion of these sites and the test plan is

included in the separate report: “Description of Field Test Sites”.
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The 13" site is for the heat pump heat recovery project. This site will be at one of
the school districts (Woodland Joint Unified) where the modular schoolrooms are being
monitored for DCV. The site selected is at the Junior High School for this district, and it

has a 6-ton Carrier rooftop unit with gas heating.

The field testing for the ventilation recovery heat pump will involve two phases.
The first phase, initiated in March 2001, was to install a Virtual Mechanic monitoring
system on the existing rooftop unit at the California site. Performance data on this unit
and the conditioned space will be collected for use in developing a baseline for the unit
before installation of the Energy Recycler®. Once the laboratory testing is completed, the
heat pump will be installed in the field and the second phase of the field testing initiated.
It is anticipated that the field installation will occur during the July-August of 2001 time
frame.

Table 9 gives a detailed list of the field test data for the Energy Recycler® as it
will be set up for baseline data gathering. Additional sensors will be added when the
Energy Recycler® is installed this summer. Detailed lists of test data for the other twelve

field sites is contained in the Purdue report titled “Description of Field Test Sites”.
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TABLE 9. DATA LIST FOR FIELD TESTING OF THE VENTILATION RECOVERY HEAT PUMP

Channel # Data Point
SENSOR CHANNELS
Power Transducer Channels
1 Unit voltage, L1
2 Unit voltage, L2
3 Unit voltage, L3
4 Unit total current, L1
5 Not Used
6 Unit total current, L3
Other Analog Input Data
7 SPARE - (Use later with heat pump)
8 SPARE - (Use later with heat pump)
9 SPARE - (Use later with heat pump)
10 SPARE - (Use later with heat pump)
11 SPARE - (Use later with heat pump)
- ( )
- ( )
)

12 SPARE - (Use later with heat pump
13 SPARE - (Use later with heat pump
14 SPARE - (Use later with heat pump
15 Mixed air temperature

16 Return air temperature

17 Supply air temperature, before heater
18 Supply air temperature, after heater
19 Condenser inlet air temperature

20 Condenser outlet air temperature

21 Suction line temperature, rooftop unit
22 Discharge line temperature, rooftop unit
23 SPARE - (Use later with heat pump)
24 SPARE - (Use later with heat pump)
25 Evaporation temperature, rooftop unit
26 Condensation temperature, rooftop unit
27 Outdoor air temperature

28 Outdoor air humidity

29 Building zone temperature A

30 Building zone temperature B

31 Building zone temperature C

32 Building zone temperature D

CALCULATED DATA CHANNELS
33-50 NOT USED
51-56  NOT USED
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TABLE 9. DATA LIST FOR FIELD TESTING OF THE
VENTILATION RECOVERY HEAT PUMP (CONT’D)

Channel Data Point

57 superheat, stage 1

58 subcooling, stage 1

59 evaporating temperature, stage 1

60 condensing temperature, stage 1

61 condensing temperature over ambient (CT-AIC), stage 1
62 NOT USED

63 NOT USED

64 NOT USED

65 NOT USED

66 NOT USED

67 evaporator temperature difference (RA-SA)

68 NOT USED

69 NOT USED

70 unit power (kW)

71 unit KWh

72 unit MWh

73 compressor 1 power (kW)

74 compressor 1 KWh

75 compressor 1 MWh

76 compressor Vent Heat Pump Unit power (kW)

77 compressor Vent Heat Pump Unit KWh

78 compressor Vent Heat Pump Unit MWh

79 digital input 1, supply fan, run time (8 hours)

80 digital input 1, supply fan, run time (seconds)

81 digital input 2, cooling 1, run time (8 hours)

82 digital input 2, cooling 1, run time (seconds)

83 digital input 3, cooling Vent HP, run time (8 hours)
84 digital input 3, cooling Vent HP, run time (seconds)
85 digital input 4, heat 1, run time (8 hours)

86 digital input 4, heat 1, run time (seconds)

87 digital input 5, heat Vent Heat pump, run time (8 hours)
88 digital input 5, heat Vent Heat pump, run time (seconds)
89 digital input 6 run time (8 hours)

90 digital input 6 run time (seconds)

91 time since reset accumulators (8 hours)

92 time since reset accumulators (seconds)

93 up time (8 hours)

94 up time (seconds)

95 board temperature (F)

96 board battery voltage (V)
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TABLE 9. DATA LIST FOR FIELD TESTING OF THE
VENTILATION RECOVERY HEAT PUMP (CONT’D)

Digital Channels

—

Supply fan contact (fan om / fan off)

Low voltage control signal for compressor main unit

Low voltage control signal for compressor, heat pump

Heating mode signal

OO~ WM
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ABSTRACT

The control of outdoor air intake rates in mechanically ventilated buildings based on indoor
carbon dioxide (CO,) levels, often referred to as CO, demand controlled ventilation (DCV), has
the potential for reducing the energy consumption associated with building ventilation in some
commercial and institutional buildings. Carbon dioxide DCV has been discussed, promoted,
studied and demonstrated for about twenty years, but questions still remain regarding the actual
energy savings potential as a function of climate, ventilation system features, and building
occupancy. In addition, questions exist as to the indoor air quality (IAQ) impacts of the approach
and the best way to implement CO, DCV in general and in a given building. This report presents
a state-of-the-art review of CO, DCV technology and application including discussion of the
concept and its application, and a literature review. In addition the regulatory and standard
requirements impacting CO, DCV are also examined.

Keywords: carbon dioxide, control, energy efficiency, indoor air quality, ventilation

Disclaimer
This report was prepared as a result of work sponsored by the California Energy Commission
(Commission). It does not necessarily represent the views of the Commission, its employees, or the
State of California. The Commission, the State of California, its employees, contractors, and
subcontractors make no warranty, express or implied, and assume no legal liability for the
information in this report; nor does any party represent that the use of this information will not
infringe upon privately owned rights. This report has not been approved or disapproved by the
Commission nor has the Commission passed upon the accuracy or adequacy of the information in
this report.



TABLE OF CONTENTS
Abstract

—

1. INTRODUCTION

2. TECHNICAL BACKGROUND: CARBON DIOXIDE IN BUILDINGS

2.1 Carbon Dioxide Generation Rates

NN =

2.2 Carbon Dioxide, Indoor Air Quality and Ventilation

3. LITERATURE REVIEW

11

3.1 Case Studies — Field Tests

11

3.2 Case Studies — Simulations

14

3.3 Sensor Performance and Location

20

3.4 Application

23

3.5 Summary and Conclusions

25

4. TECHNOLOGY UPDATE: SENSORS

28

5. STANDARDS AND REGULATORY CONTEXT

29

6. SUMMARY

31

7. ACKNOWLEDGEMENTS

32

8. REFERENCES

33

Appendix A: CEC RFP Issues

39

Appendix B: Preliminary Application Guidance and Issues

41

il



1. INTRODUCTION

Many ventilation requirements and recommendations, e.g., ASHRAE Standard 62-1999, are in
the form of outdoor airflow rates per person expressed as L/s or cfm per person. Mechanical
ventilation systems are therefore designed to provide a minimum level of outdoor air based on
the designed occupancy level multiplied by the per-person ventilation requirement. However, a
space that is occupied at less than its design level may still be ventilated at this design minimum
rate, often resulting in increased energy consumption beyond that which would be required based
on the actual occupancy. Furthermore, early during a given day of building occupancy,
contaminants generated by people and their activities will not yet have reached their ultimate
levels based on the transient nature of the situation. As a result, it is sometimes possible to delay
or lag the onset of the design ventilation rate to take credit for this transient effect. A number of
approaches have been proposed to account for actual occupancy levels and to provide the
ventilation rate corresponding to the actual rather than design occupancy. These include time-
based scheduling when the occupancy patterns are well known and predictable, occupancy
sensors to determine when people have entered a space (though not necessarily how many) and
CO; sensing and control as a means of estimating the number of people in a space or at least the
strength of occupant-related contaminant sources.

Controlling outdoor air intake rates using CO, demand controlled ventilation (DCV) offers the
possibility of reducing the energy penalty of over-ventilation during periods of low occupancy,
while still ensuring adequate levels of outdoor air ventilation. As discussed later in this report,
depending on climate and occupancy patterns, CO, DCV may provide significant energy savings
in commercial and institutional buildings. While a number of studies have suggested the extent
of such savings via field studies and computer simulations, additional work is needed to better
define the magnitude of energy savings possible and the dependence of these savings on climate,
building and system type, control approach, and occupancy patterns. In addition, important
issues remain to be resolved in the application of CO, DCV including how best to apply the
control approach, including issues such as which control approach to use in a given building,
sensor location, sensor maintenance and calibration, and the amount of baseline ventilation
required to control contaminant sources that don’t depend on the number of occupants.

This report presents a state-of-the-art review of CO, DCV technology and its application in
commercial and institutional buildings. Following this introduction, the next section presents the
theoretical background of CO, DCV including discussions of CO, generation rates by people, the
relationship of indoor CO; to building ventilation rates, and the basic concept of controlling
ventilation based on indoor CO, levels. The third section of the report is a literature review of
previous research on CO, DCV, including field demonstration projects, computer simulation
studies, studies of sensor performance and location, and discussions of the application of the
approach. The next section of the report contains an update on CO; sensor technology as it
applies to DCV. The manner in which CO, DCV is addressed in standards and other regulations,
including California’s Energy Efficiency Standards (often referred to as Title 24), is presented in
section five of this report. The report also contains two appendices. The first appendix discusses
how CO;, DCV relates to the four issues identified by the California Energy Commission Public
Interest Energy Research Request for Proposal #400-99-401 that resulted in this project. The
second appendix summarizes preliminary guidance on the application of CO, DCV based on the
material reviewed in preparing this report. While future phases of this effort are intended to
develop more definitive guidance, this appendix attempts to capture some of the guidance that
has been developed to date while identifying some issues that remain to be resolved.
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2. TECHNICAL BACKGROUND: CARBON DIOXIDE IN BUILDINGS

In order to evaluate the possibilities and application of CO, DCV, it is important to understand
the dynamics of indoor CO,. This section discusses these dynamics, including indoor CO;
generation rates, how indoor CO; levels relate to ventilation, and how CO, can be used to control
ventilation. Much of this material is based on an earlier publication by Persily (1997). This
discussion does not cover the issue of using indoor CO; to measure or estimate building
ventilation rates, but rather is focused on issues related to ventilation rate control based on indoor
CO; levels. Persily (1997) contains a discussion of the measurement issue, as does ASTM
Standard D6245 (1998).

2.1 Carbon Dioxide Generation Rates

While it is not critical to the application of CO, DCV, the emission rate of occupant generated
CO; is certainly a relevant issue in this discussion. This section discusses the rate at which
people generate CO,.

People generate CO,, and consume oxygen, at a rate that depends primarily on their body size
and their level of physical activity. The relationship between activity level and the rates of
carbon dioxide generation and oxygen consumption is discussed in the ASHRAE Fundamentals
Handbook (ASHRAE 1997). The rate of oxygen consumption Vo;, in L/s, of a person is given
by the following equation

0.00276.4,M

= 1
°2 (0.23RQ+0.77) )
When using inch-pound units, Vo, is expressed in cfm and Equation (1) takes the form
0.000543 4, M
_ D (2)

227 (0.23RQ +0.77)

where RQ is the respiratory quotient, i.e., the relative volumetric rates of carbon dioxide
produced to oxygen consumed. M is the level of physical activity, or the metabolic rate per unit
of surface area, in mets (1 met = 58.2 W/m* = 18.5 Btu/h-ft). Ap is the DuBois surface area in
m?, which can be estimated by the following equation

AD - 0.203H0<725W0.425 (3)

where H is the body height in m and W is the body mass in kg. When using inch-pound units, Ap
is in ft%, 0.203 is replaced with 0.660, H is in ft and W is in Ib. For an average size adult, Ap
equals about 1.8 m” (19 ft?). Additional information on body surface area is available in the EPA
Exposure Factors Handbook (EPA 1999). The value of RQ depends on diet, the level of physical
activity and the physical condition of the person. It is equal to 0.83 for an average size adult
engaged in light or sedentary activities. RQ increases to a value of about 1 for heavy physical
activity, about 5 met. Given the expected range of RQ, it has only a secondary effect on carbon
dioxide generation rates.

The carbon dioxide generation rate of an individual is therefore equal to Vo, multiplied by RQ.
Figure 1 shows oxygen consumption and carbon dioxide generation rates as a function of
physical activity for an average sized adult with a surface area of 1.8 m* (19 ft*) and RQ = 0.83.
Based on Equation 1, the carbon dioxide generation rate corresponding to an average size adult
engaged in office work (1.2 met) is about 0.0052 L/s (0.011 cfm). However, the generation rate
depends strongly on activity level and can cover a range from less than 0.0050 L/s (0.011 cfm) at
1 met to as high as 0.010 L/s (0.021 cfm) at about 2 met for the occupants of an office building.
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The carbon dioxide generation rate for a child with Ap = 1 m* (11 %) and a physical activity
level of 1.2 met is equal to 0.0029 L/s (0.0061 cfm). When making calculations that use the
carbon dioxide generation rate in a building, one must consider the level of physical activity and
the size of the building occupants. Chapter 8 of the ASHRAE Fundamentals Handbook, Thermal
Comfort, (ASHRAE 1997) contains typical met levels for a variety of activities. Some of these

values are reproduced in Table 1.

0.030 0.06
0.025 0.05
0.020 0.04
E
N
0.015 0.03
Oxygen
consumption _ e
0.010 = 0.02
Carbon dioxide
P generation (RQ = 0.83)
P /
0.005 0.01
7~
~
-
z
0.000 T T T 0.00
0 1 2 3 4 5

Physical activity (met)

Figure 1 CO; generation and O, consumption as a function of physical activity (for an average
size adult)

Oxygen depletion is sometimes cited as a cause of indoor air quality complaints in buildings.
Based on the oxygen consumption rates determined with Equation 1, O, depletion due to low
ventilation rates is almost never an issue. Given an activity level corresponding to office work,
about 1.2 met, the oxygen consumption rate of an individual equals 0.006 L/s (0.013 cfm). At an
outdoor air ventilation rate of 7.5 L/s (16 cfim) per person, the steady-state indoor oxygen
concentration is reduced from its typical outdoor level of 21 % to 20.9 %. At 2.5 L/s (5.3 cfm),
the indoor oxygen concentration is reduced to 20.8 %. Reduced oxygen concentrations do not
affect human health or comfort until oxygen levels decrease below 19.5 % (NIOSH 1987), which
corresponds to an outdoor air ventilation rate of 0.4 L/s (0.8 cfm) per person. Such low oxygen
concentrations are not typically encountered indoors, except in confined spaces where another
gas is displacing oxygen or during fires.



Activity Met
Seated, quiet 1.0
Reading and writing, seated 1.0
Typing 1.1
Filing, seated 1.2
Filing, standing 1.4
Walking at 0.9 m/s (2 mph) 2.0
House cleaning 2.0-3.4
Exercise 3.0-4.0

Table 1 Typical Met Levels for Various Activities (ASHRE 1997)

2.2 Carbon Dioxide, Indoor Air Quality and Ventilation

There has been a great deal of confusion over the years with respect to the relationship of indoor
CO; levels, indoor air quality and ventilation (Persily 1993 and 1997), much of which has carried
over into the discussion of demand controlled ventilation. One of the primary issues has been the
significance of indoor CO; levels as an indicator of indoor air quality and the ability to maintain
acceptable indoor air quality based on the control of indoor CO; levels. This section discusses
the significance of indoor CO; levels in the context of indoor air quality and ventilation.

Indoor CO;, concentrations have been referred to as an indicator of indoor air quality, often
without describing the specific association between carbon dioxide and indoor air quality that is
being indicated. There are a number of relationships that could be implied in discussing carbon
dioxide and indoor air quality including the relationship between carbon dioxide concentrations
and occupant perceptions of the indoor environment, the relationship between carbon dioxide
concentrations and the concentrations of other indoor contaminants, and the relationship between
carbon dioxide and outdoor air ventilation rates. While some of these relationships are relatively
well understood, and in some cases well founded, others have not been documented
experimentally or theoretically. In other words, indoor carbon dioxide concentrations can be used
to indicate specific and limited aspects of indoor air quality, but do not provide an overall
indication of the quality of indoor air. However, this relationship is almost an entirely different
issue from that of controlling outdoor air intake rates based on CO; levels as discussed below.

Carbon Dioxide and Indoor Air Quality

Carbon dioxide is not generally considered to be a health concern at typical indoor
concentrations. The time-weighted average threshold limit value (8 h exposure and a 40 h work
week) for carbon dioxide is 9000 mg/m’ (5000 ppm(v)), and the short-term exposure limit

(15 min exposure) is 54 000 mg/m3 (30 000 ppm(v)) (ACGIH 2001). A number of studies at
elevated concentrations, about 5 % carbon dioxide in air or 90 000 mg/m’ (50 000 ppm(v)), have
been performed, and the lowest level at which effects have been seen in humans and animals is
about 1 %, i.e., 18 000 mg/m’ (10 000 ppm(v)) (EPA 1991). Indoor carbon dioxide
concentrations will not reach these levels unless the ventilation rate is extremely low, about 1 L/s
(2 cfm) per person for 9000 mg/m’ (5000 ppm(v)) and less than about 0.2 L/s (0.4 cfm) per
person for 54 000 mg/m’ (30 000 ppm(v)).

The association between carbon dioxide concentrations and occupant perceptions of the indoor
environment in terms of comfort and irritation is complex because it mixes several different
issues, including the comfort impacts of the carbon dioxide itself, associations between carbon
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dioxide levels and the concentrations of other occupant-generated contaminants, and the
relationship between carbon dioxide and ventilation. Some indoor air quality investigators
associate indoor carbon dioxide concentrations from 1100 mg/m® (600 ppm(v)) to 1800 mg/m’
(1000 ppm(v)) or higher with perceptions of stuffiness and other indicators of discomfort and
irritation (Bright et al. 1992; Rajhans 1983; Bell and Khati 1983). However, these associations
are often based on anecdotal observations of the investigator or on informal occupant surveys.
Seppanen et al. (1999) reviewed twenty-one studies, involving more than thirty thousand
subjects, of ventilation rates, indoor CO; levels and sick building syndrome (SBS) symptoms and
found that higher CO; levels were associated with increased symptoms in about half of the
studies. The authors do note that there were significant variations among the studies in the CO,
metric employed and a number of measurement issues. Also, they note that it is unlikely that the
symptoms were associated with exposure to CO,, but rather to other contaminants. Apte et al.
(2000) examined data from forty-one U.S. office buildings from the EPA BASE study in which
the measurement protocol was standardized and probability sampling was used to select the
buildings. Significant associations were seen between some SBS symptoms and CO; levels,
though the authors acknowledge that CO; is likely a surrogate for other occupant-generated
pollutants and for the ventilation rate per occupant. In other words, CO, levels increase with
increased occupancy and decreased ventilation rate, and it may be these latter two factors that are
actually causing the symptoms. In addition, the observed associations between carbon dioxide
and occupant comfort may be due to other factors, such as thermal comfort or the concentrations
of other contaminants in the space. However, as discussed below, there is a demonstrated
correlation between indoor carbon dioxide concentrations and the level of acceptability of the
space in terms of human body odor.

The relationship between carbon dioxide concentrations and the concentrations of other indoor
contaminants depends on the characteristics of the sources of these other contaminants. As
discussed earlier, the rate at which carbon dioxide is generated in a space depends on the number
of people in the space, their size and their level of physical activity. If other contaminants are
generated at a rate that also depends on these factors, then carbon dioxide may be a good
indicator of their concentrations. However, only some indoor contaminants are generated at a
rate that depends on occupancy, and many are not a function of occupancy at all. For example,
emissions from building materials and furnishings, the intake of outdoor contaminants by the
ventilation system, and contaminants associated with some occupant activities do not depend on
the number of occupants in a space. Regardless of the indoor carbon dioxide level, the
concentration of contaminants emitted by occupant-independent sources may be high, low or in
between and the carbon dioxide concentration will not provide any information on their
concentration. This fact is one limitation on the use of carbon dioxide based demand controlled
ventilation.

Carbon Dioxide Concentrations and Body Odor Acceptability

At the same time people are generating CO,, they are also producing odor-causing bioeffluents.
Similar to carbon dioxide generation, the rate of bioeffluent generation depends on the level of
physical activity. Bioeffluent generation also depends on diet and on personal hygiene. Because
both carbon dioxide and bioeffluent generation rates depend on physical activity, the
concentrations of carbon dioxide and the odor intensity from human bioeffluents in a space
exhibit a similar dependence on the number of occupants and the outdoor air ventilation rate.

Experimental studies have been conducted in chambers and in occupied spaces, in which people
evaluated the acceptability of the air in terms of body odor (Berg-Munch et al. 1986; Cain et al.
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1983; Fanger and Berg-Munch 1983; Fanger 1988; Iwashita et al. 1990; Rasmussen et al. 1985).
These experiments studied the relationship between outdoor air ventilation rates and odor
acceptability, and are a major consideration in developing the ventilation rate recommendations
in ventilation standards. Some of the experiments also studied the relationship between the
acceptability of the air in the space in terms of odor and carbon dioxide concentrations.

These studies have concluded that about 7 L/s (15 cfm) of outdoor air ventilation per person will
control human body odor such that roughly 80 % of unadapted persons (visitors) will find the
odor at an acceptable level. The same level of odor acceptability was found to occur at carbon
dioxide concentrations that are about 1250 mg/m’ (700 ppm(v)) above the outdoor concentration,
which at a typical outdoor level of 630 mg/m’ (350 ppm(v)) yields an indoor carbon dioxide
concentration of 1880 mg/m’ (1050 ppm(v)). Based on these considerations, 1800 mg/m’

(1000 ppm(v)) carbon dioxide is a commonly discussed guideline value (ASHRAE 1989). The
differential between indoor and outdoor levels of 1250 mg/m’ (700 ppm(v)) is a measure of
acceptability with respect to body odor, irrespective of the outdoor carbon dioxide concentration.
Figure 2 shows the percent of unadapted persons (visitors) who are dissatisfied with the level of
body odor in a space as a function of the carbon dioxide concentration above outdoors (CEC
1992). People adapt quickly to bioeffluents. For adapted persons (occupants), the ventilation rate
per person to provide the same acceptance is approximately one third of the value for unadapted
persons (visitors) and the corresponding carbon dioxide concentrations above outdoors are three
times higher (Berg-Munch et al. 1986; Cain et al. 1983).

The relationship between percent dissatisfied and carbon dioxide concentrations for visitors
shown in Figure 2 was seen experimentally (Berg-Munch et al. 1986; Fanger and Berg-Munch
1983; Rasmussen et al. 1985), and the correlation was not strongly dependent on the level of
physical activity. In addition, the relationship did not require that the indoor carbon dioxide
concentration be at equilibrium. The relationship described in Figure 2 can also be derived based
on the experimentally-determined relationship between percent dissatisfied and outdoor air
ventilation rates in L/s (cfm) and the relationship between outdoor air ventilation rates and
equilibrium carbon dioxide concentrations that is described later in this paper.



ppm(v)
0 500 1000 1500 2000 2500 3000
60 1 1 1 1 1 1

50 —
) /
30
20 /
’ //
0 T T T T T

0 1000 2000 3000 4000 5000

CO, concentration above outdoors (mg/m”)

Figure 2 Percent of Visitors Dissatisfied with Bioeffluents Odor as a Function of CO,
Concentration (CEC 1992)

While carbon dioxide concentrations can be an appropriate means of characterizing the
acceptability of a space in terms of body odor, as stated earlier, they do not provide information
on the control of contaminants from other pollutant sources such as building materials,
furnishings and occupant activities. And while maintaining carbon dioxide concentrations within
1250 mg/m’® (700 ppm(v)) of outdoors should provide acceptable perceived air quality in terms
of human body odor, it does not necessarily imply adequate control of these other pollutant
sources.

Some have viewed this relationship of CO, with bioeffluents perception as a problem with CO,
DCYV, reasoning one can only control the level of odor from bioeffluents with this approach. This
conclusion is erroneous, since CO; can also serve as an indicator of ventilation per person
independent of the relationship seen in Figure 2.



Carbon Dioxide and Ventilation Rates

The relationship between carbon dioxide and outdoor air ventilation rates is fairly well
understood (Persily and Dols 1990; Persily 1997). All else being equal, if the ventilation rate in
an occupied space decreases then the carbon dioxide concentration will increase. However,
making quantitative estimates of building ventilation rates based on measured CO,
concentrations requires the use of a specific technique that is appropriate to the conditions that
exist in the building, and is not always as simple as has sometimes been suggested (Persily
1997). Fortunately, the use of CO, DCV does not rely on making estimates of building
ventilation rates based on CO; concentrations. In the context of this report, the relevant issues of
the relationship between indoor CO, levels and ventilation include steady-state CO,
concentrations at a constant air change rate and the time it takes to achieve steady-state
conditions.

Steady-state CO, concentrations can be determined for a given ventilation rate based on a single-
zone mass balance analysis. Assuming that the CO, concentration in the building or space of
interest can be characterized by a single value C, the mass balance of CO; can be expressed as
follows:

r e =G+0C,, -0 @

where

V = building or space volume (mass) in m® (mg)

C = indoor CO, concentration in mg/m’ (ppm(v))
Cout = outdoor CO, concentration in mg/m’ (ppm(v))
t=timein s

G = indoor CO, generation rate in mg/s (m’/s)

Q = building or space ventilation rate in mg/s (m’/s)

For a constant generation rate (occupancy level) and constant ventilation rate and outdoor
concentration, the indoor concentration will eventually attain a steady state or equilibrium
concentration Cg given by the following expression:

CSS = Cout + G /Q (5)

If the generation rate G and the ventilation rate Q are expressed in L/s (as in Figure 1), and the
concentrations are in mg/m’, then Equation (5) takes the form:

6
—C 4 1.8x10°G
0

If instead G and Q are expressed in cfim and the concentrations are in ppm(v), then Equation (5)
takes the form:

(6)

10°%x G
CSS = C()L{[ +
0

Therefore, as the ventilation rate increases, the steady-state CO, concentration decreases.

(7)



Assuming the building or space begins the day at the outdoor CO, concentration and is then
occupied, the indoor concentration will start to rise at a rate that depends on the building
ventilation rate Q divided by the building volume V. This quantity, Q/V, is sometimes referred to
as the outdoor air change rate of the building, while its inverse V/Q is sometimes referred to as
the time constant of the system. During this build-up, the indoor CO; concentration is governed
by the transient solution to Equation (4):

o
cn=c, +g(1—e J ®)

Note that as t approaches infinity, the concentration C approaches the steady-value given in
Equation (5) as expected. It is also important to note that the time required to reach steady-state
depends on the value of Q/V, with higher values (higher air change rates) corresponding to less
time required to approach steady-state. Figure 3 is a plot of the build-up in indoor CO,
concentration, calculated from Equation (8), for different air change rates. Figure 3 is based on a
generation rate of 0.0052 L/s (0.011 cfm) per person and an outdoor concentration of 630 mg/m’

(350 ppm(v))
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Figure 3 Calculated Carbon Dioxide Build-up as a Function of Air Change Rate

Figure 3 depicts the time required for indoor CO; to reach steady-state concentration. Somehave
identified this delay as a problem with the application of CO, demand controlled ventilation.
However, since DCV need not be based on the relationship between steady-state CO, levels and
ventilation rates, this buildup time is not a problem.



Carbon Dioxide Control versus Ventilation Control

Some discussions, and criticisms, of CO, demand controlled ventilation are based on the
inadequacy of CO; as an overall indicator of indoor air quality. This limitation has been noted
above and is based on many important contaminants not being generated on a per-person basis,
for example, building materials. However, the application of CO, DCV is better understood
based on its use as an indicator of ventilation rate per person. Specifically, the control approach
is more appropriately based on the desire to maintain a specific outdoor airflow rate per person
based on a building code or ventilation standard. If the ventilation rate per person is lower than
desired, the CO; level will build up above its setpoint, or at a rate that is recognized as high, and
the control system will need to respond by increasing the ventilation rate. If the ventilation rate is
higher than required based on the design value of outdoor air per person, the CO, level will be
lower than the target and the control system can respond by decreasing the ventilation rate. That
decrease is the mechanism by which CO, DCYV realizes energy savings. However, the control
system need not wait for the CO, level to reach its steady-state value to make this decision.
Control algorithms can be employed that anticipate where the CO; level is headed and make
adjustments to the ventilation rate well in advance of steady-state conditions. Furthermore, since
other indoor contaminants buildup over time rather than instantaneously, CO; control can be
used to take advantage of this transient effect by lagging the start of ventilation for a period of
time, thereby realizing additional energy savings. Therefore, it is important to realize that CO,
DCYV uses indoor carbon dioxide to control ventilation and that the objective is not simply to
control the indoor CO, level.
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3. LITERATURE REVIEW

In the last fifteen years, interest in CO,-based DCV has led to a large body of literature published
in journals, conference proceedings, and other forums. An extensive literature review (Raatschen
1990) covering all aspects of demand controlled ventilation, including non-CO»-based systems,
was published at the conclusion of Annex 18, an International Energy Agency effort to develop
guidelines for DCV systems. This supercedes a more limited review published during Annex 18
by Mansson (1989). The increasing interest in DCV in the U.S. is evidenced by recent articles
published in several trade journals (Wright 1997; Di Giacomo 1999; Schell and Int-Hout 2001;
and Schell 2001). The objective of this section, which is an update of an earlier report
(Emmerich and Persily 1997), is to summarize the literature on CO,-based DCV as applied to
non-residential buildings.

Literature reports on CO,-based DCV are categorized in this paper as follows: Case Studies-
Field Tests; Case Studies-Simulations; Sensor Performance and Location; and Application. The
first two categories include studies of the performance of CO,-based DCV systems in real
buildings and using computer models. The various case studies that have been conducted focus
on issues including ventilation rates, energy consumption, economic impacts and the
concentrations of other indoor pollutants, though few studies address all of these issues. The
third category includes reports that address the performance of CO, sensors and where they
should be located in a space. The fourth category discusses the application of CO;-based DCV,
from very general descriptions to detailed discussions of control algorithms.

3.1 Case Studies-Field Tests

There have been many demonstration projects in which CO,-based DCV systems were installed
in buildings and some aspects of performance were monitored. These studies vary in many
respects, including the detail with which the DCV systems are described. Some reports contain
detailed descriptions of the DCV control algorithms, while others do not even report the setpoint.
The studies also vary in the impacts that were monitored, which have included fan operation,
damper position, indoor CO; concentrations, ventilation rates, energy consumption, the
concentrations of other pollutants, and occupant perceptions of the indoor environment. Finally,
the studies have taken place in a variety of building types including offices, schools, auditoria
and retail stores.

The application of CO,-based DCV is often discussed with reference to office buildings, and
occasionally to conference rooms within office buildings. One of the earliest studies of CO,
control in an office building took place in Helsinki (Sodergren 1982). The outdoor air control
algorithm is not described, but the CO, setpoint was 1260 mg/m’ (700 ppm(v)). The CO, control
system was compared to constant outdoor air and timer-based control, and 24-h plots of CO;
concentration are presented for each system. Measured concentrations of other pollutants and
interviews with occupants did not indicate any IAQ problems.

Davidge (1991) presents a demonstration project in a 30,000 m* (320,000 ft*) Canadian office
building. In this building, the system never reduced the ventilation rate because the outdoor
temperatures in the winter were never low enough to go off free-cooling. During the summer,
damper leakage was more than enough to control CO,. Davidge also studied a boardroom, where
supplemental ventilation was controlled alternatively by a light switch, a motion sensor and a
CO; controller. In the case of the CO, controller, the fan came on at 1440 mg/m3 (800 ppm(Vv))
and shut off at 1080 mg/m’ (600 ppm(v)). An occupant questionnaire was administered, and it
was found that the occupants could not distinguish whether or not the fan was on in terms of air
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quality. However, they rated the CO, system very highly, presumably in terms of indoor air
quality though the report does not specify the survey results in any detail.

A fairly comprehensive study of CO; control took place on two floors of an office building in
Montreal (Donnini et al. 1991, Haghighat and Donnini 1992). One floor was equipped with a
CO; DCYV system, while the other floor served as a control. The CO; control algorithm was as
follows: the damper closed at concentrations below 1080 mg/m’ (600 ppm(v)); as CO, increased
above 600 ppm(v) the dampers opened with the maximum opening at 1800 mg/m’

(1000 ppm(v)). The study lasted one year, during which indoor concentrations of CO»,
formaldehyde, volatile organic compounds and particles, ventilation system performance,
thermal comfort, and occupant perception were measured once a month. Energy demand was
monitored for the whole year. The outdoor air dampers were closed most of the year, because
there were rarely enough people to raise the indoor CO, concentration. The indoor air quality
measurements revealed no significant contaminant concentration differences between the CO,
and the control floor. Thermal comfort was generally adequate on both floors. Annual energy
savings of 12 % were measured for the floor with DCV. Occupants of the DCV floor complained
significantly more about the indoor environment than occupants of the control floor.

Fleury (1992) reported on the performance of a CO; controlled ventilation system in a
conference room. In this system, the fan motor speed was adjusted according to the CO,
concentration, but no information was provided on the specific control algorithm or setpoints.
The measured CO, concentrations in the space were between 630 mg/m’ (350 ppm(V)) to

1530 mg/m’ (850 ppm(v)), with one peak of 1980 mg/m’ (1100 ppm(v)). Based on occupant
questionnaires, the air quality was rated from good to excellent. Another study was undertaken in
a conference room set up to test DCV sensors, including CO», volatile organic compounds and
humidity (Ruud et al. 1991). The CO; setpoints were not reported, but the indoor concentration
never exceeded 1620 mg/m3 (900 ppm(v)). Another demonstration in a conference room is
reported by Huze et al. (1994). The ventilation rate was varied proportionally to the CO,
concentration within a 900 mg/m’ (500 ppm(v)) band centered around 2160 mg/m’

(1200 ppm(v)). Limited results presented include a sample of the CO; level and control signal for
one day.

One of the most frequently cited demonstration projects took place in a small bank in Pasco,
Washington (Gabel et al. 1986). This study involved the measurement of energy consumption,
contaminant levels including nitrogen dioxide, formaldehyde, carbon monoxide and particulates,
and occupant response based on a questionnaire. The study design included monitoring over the
winter, spring and summer seasons, with one week of normal operation followed by one week of
CO; control. The system’s economizer cycle operated normally throughout the test periods. They
found that with the CO, control system setpoint at 1800 mg/m’ (100 ppm(v)) to 2160 mg/m’
(1200 ppm(v)), air leakage through the closed damper provided sufficient fresh air for typical
occupancy, which was only 10 % to 15 % of design. That is, the indoor CO, level never rose to
the control setpoints. All measured contaminants were maintained below indoor standards. Based
on a curve fit of the measured energy consumption to outdoor temperature for the two modes of
outdoor air control, average energy savings of 7.8 % for heating and cooling in six climates
typical of Oregon and Washington were calculated. Based on the questionnaires, the occupants
could not detect differences between background CO; levels of 540 mg/m’ (300 ppm(v)) and
1800 mg/m’ (100 ppm(v)). The occupants reported feeling warmer during DCV control,
although the measured indoor temperatures were no different.

Another frequently-cited study took place in a Minnesota high school (Janssen et al. 1982). The
ventilation system used CO; and temperature to control outdoor air, and had separate dampers
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for temperature and CO, control. Indoor contaminants, energy and subjective response of
occupants were monitored. The measured energy savings were about 20 %. The occupant
questionnaire showed that the subjects felt warmer with increased CO, concentrations. Another
study by the same group of researchers took place in a portion of a high school, which was
retrofitted with a CO,-controlled system (Woods et al. 1982). During the early months of 1980,
the system operated under alternate periods with conventional temperature control and with CO,
control. System performance was monitored, and the subjective responses of occupants were
obtained. The system contained a set of outdoor air dampers that were controlled based on the
CO; concentration. These dampers modulated between fully closed and fully open damper
positions, with the low setpoint at 5400 mg/m’ (3000 ppm(v)) and the high setpoint at

9000 mg/m’ (5000 ppm(v)). The results indicated the potential for significant energy savings.
Occupants felt warmer when CO, control operated despite the fact that there was no measurable
temperature difference with and without CO, control.

A study of two Finnish public buildings, one of which had CO, controlled ventilation, included
measurements of radon, particles and CO, (Kulmala et al. 1984). No description of the CO,
control algorithm was reported. Daily energy savings were estimated at 13 % to 20 %.

In several of the studies cited so far, the indoor CO, concentration was often not high enough for
the CO; control system to operate. This may be due in part to the relatively low occupant density
in office buildings. The application of CO,-based DCV is usually viewed as better suited to
spaces where occupancy is more variable and where the peaks are associated with fairly high
occupancy. Auditoria are good examples of such spaces, and there have been several case studies
in these types of spaces. One such study took place in an auditorium with CO, and timer control
of ventilation at the Swiss Federal Institute of Technology in Zurich (Fehlmann et al. 1993). The
measurements included system run time, energy use, climatic parameters and CO, concentrations
under winter and summer conditions. In addition, an occupant questionnaire was administered.
The ventilation system had two stages of airflow capacity, with the first stage coming on at

1080 mg/m’ (600 ppm(v)) and the second stage at 2340 mg/m’ (1300 ppm(v)). The second stage
would turn off at 1980 mg/m’ (1100 ppm(v)), and the first stage at 1080 mg/m’ (600 ppm(V)).
With ventilation controlled by CO,, run time was 67 % of the run time with timer control in
summer and 75 % in winter. Energy consumption with CO; control was 80 % less in summer
and 30 % less in winter. Questionnaire results indicated a higher perception of odors with CO,
control, especially in the summer. It was noted that the occupancy was very low compared to
design, only about 10 % to 20 %.

Zamboni et al. (1991) reported on field measurements in auditoria in Norway and Switzerland. In
the Norwegian building, the CO, setpoint was 1800 mg/m’ (1000 ppm(v)), and the reported
results include indoor temperature, CO, concentration and age of air. In the Swiss building, there
was a two-stage controller with the first setpoint at 1350 mg/m’ (750 ppm(v)) and the second at
2340 mg/m’ (1300 ppm(v)). The researchers monitored energy consumption and indoor climate,
and administered occupant questionnaires. Heating energy was reduced by 15 % during one
week of testing in the winter and by 75 % in the summer. With CO; control, there was less draft
but more odor in summer.

Several demonstration projects have been conducted in so-called public spaces, including retail
stores and recreational facilities, where occupancy is expected to be more variable and less
predictable. Potter and Booth (1994) report on the performance of CO,-based DCV systems in
eight public buildings. The authors note that the results point to some potential problems with
CO; control, but many of the results are presented simply in the form of plots of indoor CO,
concentration versus time. In an office building and a swimming pool facility, the indoor

13



concentration never reached the CO, setpoint. Building setpoints were variable and included
2250 mg/m’ (1250 ppm(V)), 3960 mg/m’ (2200 ppm(v)) and 4500 mg/m’ (2500 ppm(v)). Based
on the results, the authors identify candidate building types for CO; control as cinemas, theatres,
bingo and snooker establishments, educational lecture theatres, teaching labs, meeting rooms,
and retail premises. They considered the issues of maintenance and reliability, noting that no
controllers in the buildings were marked for calibration due date or the date of last service.

Another study of two public spaces took place in a social club and a cinema in England (Anon
1986). The control algorithm was not described, but the CO, setpoints were usually between
1260 mg/m’ (700 ppm(v)) and 1800 mg/m’ (1000 ppm(v)). The measured fuel savings were

17 % in the club and 11 % at the cinema. Warren (1982) reports on tests of energy savings with
CO; control in a theater and a retail store. Energy and cost savings estimates are based on short
term tests in the building, and the dependence of the savings on ventilation system design
parameters is discussed. The systems in the two buildings are not described in detail.

Chan et al. (1999) address the case of a lecture theater in Hong Kong where radon is known to be
of concern. They propose a DCV system controlled by both CO; and radon measurements to
achieve acceptable IAQ while saving energy. Few details are presented.

Finally, Strindehag et al. (1990) and Strindehag and Norell (1991) reported on a number of
examples of how outdoor air intake can be controlled by CO; in a conference room, an
auditorium, three offices and a school. The report contains descriptions of the buildings and the
CO, sensors, and notes that the CO, setpoint was 1080 mg/m’ (600 ppm(v)). However, the
control algorithms are not described, and no specific performance indicators are discussed.
Satisfactory reliability of the system in the auditorium was reported after three years of
operation.

The studies cited here show that CO; control has been demonstrated in a wide variety of building
types including offices, schools, and public. It is apparent in examining these studies that the
CO; control algorithm is often not described in sufficient detail to understand the system; in fact,
some of the studies did not even report CO; setpoints. In several of the demonstration projects,
the building occupancy was insufficient to raise the indoor CO, concentration enough to activate
the CO; control system. Several of the studies used occupant questionnaires to evaluate
performance, with inconsistent results. In some cases, the occupants perceived the indoor
environment with CO, control positively. In other cases, there were more complaints,
specifically with regards to odor during CO, control. Several studies noted a feeling of increased
warmth with elevated CO, concentration despite the fact that the measured indoor temperatures
were no higher. When considering these reports of occupant response, it must be kept in mind
that the studies employed different questionnaires.

3.2 Case Studies-Simulations

As discussed above for field tests, the reported simulation case studies vary widely in both the
description of important parameters and discussion of results. Most studies have focused on the
potential energy savings of the CO,-based DCV systems, with CO, concentrations reported as a
measure of [AQ performance. A few studies have calculated concentrations of other pollutants.
As with the field tests, the majority of the studies have involved office buildings, with others
examining schools, retail buildings, restaurants and auditoria. Another important issue in
simulations is the treatment of infiltration and interzone airflows, with most studies using
assumed rates and a few studies employing a multizone airflow model.
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Recently, Brandemuehl and Braun (1999) investigated the energy impact of various
combinations of six economizer and DCV strategies (no economizer, dry bulb economizer, and
enthalpy economizer — each with and without DCV) for four types of buildings (office, large
retail store, school, and sit-down restaurant) in twenty U.S. climates (including Los Angeles and
Sacramento). Additional modeling assumptions included a CO, setpoint of 1260 mg/m’

(700 ppm(v)) above ambient, thermostat setup or setback at night, HVAC fan shutdown during
unoccupied hours, single-zone buildings with no infiltration, ventilation effectiveness of 0.85,
and minimum ventilation flows for non-DCV cases of 9.4 L/s (20 cfm) per person, 4.7 L/s

(10 cfm) per person, 7.1 L/s (15 cfm) per person, and 9.4 L/s (20 cfm) per person for the office,
retail, school, and restaurant cases, respectively. The DCV system resulted in significant
reductions in heating energy use for all buildings and climates. Heating energy use reductions
ranged from 40 % for the office to 100 % for the retail building (i.e., the solar and internal loads
supplied all necessary heat) in Sacramento and from 75 % for the office to 100 % for the retail
building in Los Angeles. The DCV system with enthalpy economizer required the least cooling
energy use for all building types and climates. However, in some cases, much of the cooling
energy reduction was due to the economizer, and use of DCV without an economizer can
actually increase cooling energy use for dry climates. Cooling energy reductions ranged from
about 10 % to 20 % for all buildings in Sacramento and Los Angeles. The authors also note that
the savings associated with DCV are very dependent on the occupancy schedule and its
relationship to the design occupancy used to set the fixed minimum ventilation rate of the base
case. Also, for some types of buildings, additional ventilation may be required to maintain other
contaminants at acceptable levels.

In an early report of a simulation study for an office, Knoespel et al. (1991) investigated the
application of a CO;-based DCV system to a two-zone office space with both constant air
volume (CAV) and variable air volume (VAV) HVAC systems. A multiple zone pollutant
transport model was used and a ventilation airflow controller model was developed as modules
for a transient thermal system simulation program (Klein 1994). Other existing modules of the
program were used to calculate building energy consumption. Infiltration to the main zone was
assumed constant at 0.2 h™' and an interzone flow of 12 L/s (24 c¢fm) from the main office to the
conference room was included when the HVAC system was on. Knoespel compared the
performance of six ventilation strategies including constant outdoor airflow at the ASHRAE
Standard 62-1989 prescribed flow of 10 L/s (20 cfim) per person, constant outdoor airflow at a
“typical” rate of 0.7 h”', minimum outdoor airflow at the typical rate with a temperature-based
economizer, DCV with a step-flow control algorithm, DCV with step-flow control and a
temperature-based economizer, and DCV with on-off control. In the step-flow control algorithm,
the fraction of outdoor air in the circulation flow was changed in 20 % steps depending on
whether the measured CO, concentration in either zone was above or below the specified limit.
On-off control employed an algorithm in which outdoor airflow is set at 100 % if the high CO,
setpoint is exceeded and at 0 % if the CO, concentration drops below the low setpoint. The
setpoints used were 1440 mg/m’ (800 ppm(v)) and 1800 mg/m’ (1000 ppm(v)). Simulations
were performed for Miami, FL and Madison, WI. In Madison, the DCV strategies provided
acceptable control of CO; levels with coil energy savings from 9 % to 28 % for CAV systems
and from 43 % to 46 % for VAV systems compared to the Standard 62-1989 prescribed rate
strategy. The savings for Miami were of similar absolute magnitude but smaller percentages.
These results did not include fan energy use. Compared to the economizer and constant outdoor
airflow strategies at typical rates, the DCV strategies resulted in similar energy use with better
control of CO; concentrations for both CAV and VAV systems.
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Emmerich et al. (1994) applied the model developed by Knoespel et al. (1991) to examine the
performance of DCV systems under less favorable conditions and to study the impact on non-
occupant generated pollutants. Emmerich used the same building, Madison location, and the
HVAC systems described above but varied the simulated conditions to include a pollutant
removal effectiveness as low as 0.5 and an occupant density up to 50 % greater than design. For
all cases examined, the DCV system reduced the annual cooling and heating loads from 4 % to
41 % while maintaining acceptable CO, concentrations. In addition to requiring more energy
use, the constant outdoor airflow strategy resulted in CO, levels above 1080 mg/m® (600 ppm(v))
for more than half of occupied hours for cases with poor pollutant removal effectiveness.
Emmerich also examined the impact of DCV on non-occupant generated pollutants by modeling
a constant source of a non-reactive pollutant located in the main office zone. Four ventilation
strategies were compared including constant outdoor air at a prescribed rate based on ASHRAE
Standard 62-1989, DCV with step control and setpoints of 1440 mg/m’ (800 ppm(v)) and

1800 mg/m3 (1000 ppm(v)), DCV with a constant minimum outdoor airflow rate of 2.5 L/s

(5 cfm) per person calculated using the multiple space method of ASHRAE Standard 62-1989,
and DCV with scheduled purges of 100 % outdoor air from 7:30 a.m. to 8:30 a.m. and 12:30
p.m. to 1:00 p.m. The non-occupant generated pollutant source strength was specified such that
the system with constant outdoor airflow rate just met a short-term limit of 2 ppm(v) and an 8-h
average limit of 1 ppm(v). (These concentrations cannot be converted to SI units, since this
generic contaminant is not associated with any specific molecular weight.) Emmerich found that
both the straight DCV and the DCV with minimum outdoor airflow rate failed to meet the
pollutant concentration limits for both the CAV and VAV systems, but the DCV with scheduled
purge strategy successfully limited the pollutant concentrations. The purge strategy increased
building heating and cooling loads over the straight DCV strategy but still reduced the loads by
17 % (CAV) and 25 % (VAV) compared to the constant outdoor airflow case. The success of the
purge strategy was attributed partially to the ability to schedule the purges when most needed.

In another study considering the effects of poor ventilation air mixing, Haghighat et al. (1993)
simulated the performance of a CO-based DCV system in a large office building in Montreal.
The baseline ventilation system had a flow rate of 10 L/s (20 cfm) per person, and a mixing
parameter of 0.7 was used in the model. The DCV system used a minimum ventilation rate of
2.5 L/s (5 cfm) per person, and the ventilation rate was adjusted each hour to maintain a CO,
concentration of 1440 mg/m3 (800 ppm(v)). Infiltration was 0.4 h™" with the HVAC system off
and 0.04 h™' with it on. Four cases of occupant density were examined. The DCV system saved
from 7 % to 15 % in energy use, 2 % to 6 % in energy cost, and 7 % to 17 % in peak demand
compared to a fixed ventilation rate strategy. In a follow-up study using the same office model
with different infiltration, operating hours and other assumptions, Zmeureanu and Haghighat
(1995) found energy consumption for the DCV system ranging from a 5 % decrease to a 2 %

increase. However, because of peak demand reductions, annual energy cost savings ranging from
3 % to 26 % were found.

Sorensen (1996) also describes simulations performed for a two-zone office with a conference
room. A unique aspect of this study is its focus on examining the short term dynamics of the
system by simulating a ten hour period with one second time steps and detailed modeling of the
HVAC system. A VAV system with dual temperature and CO; control and CAV system without
CO; control are simulated. Because a detailed VAV system model is used, the control algorithm
is more complex than in most studies reviewed and involves both dampers and fans. When the
CO, concentration is above an upper limit of 1620 mg/m’ (900 ppm(v)), the damper actuator
position increases by 1 %. If the concentration remains above the upper limit, the position
continues to increase until it is fully open or until it drops below the limit. After the damper is
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fully open, a concentration above the upper limit will increase the fan speed by 5 % until the fan
reaches maximum speed or the concentration falls below the limit. The algorithm also uses a
lower limit of 1260 mg/m’ (700 ppm(v)) to decrease fan speed and damper position. Detailed
results are not presented, but transient CO, concentrations and temperatures are presented and it
is stated that the VAV system used 31 % less energy than the CAV system for a cold ambient
condition.

Another recent study of office applications (Carpenter 1996 and Enermodal 1995) examined both
the energy and IAQ impacts of CO,-based DCV in a mid-sized commercial building complying
with ASHRAE Standard 90.1 in four climate zones (Chicago, Nashville, Phoenix, and Miami).
Simulations were performed using a combination of an energy analysis program (Enermodal
1990) and the multizone pollutant transport program CONTAMS87 (Axley 1988). Three HVAC
systems (single-zone, multizone, and VAV) and 5 ventilation control strategies (fixed ventilation
rate, DCV with building return air controlled to 1800 mg/m’ (1000 ppm(v))and 1440 mg/m’
(800 ppm(v)), DCV with floor return controlled to 1000 ppm(v), and DCV with each zone
controlled to 1800 mg/m’ (1000 ppm(v)) were analyzed. The DCV control algorithm was not
described in detail. For single-zone systems, the DCV strategy reduced heating energy by about
30 % for a setpoint of 1800 mg/m’ (1000 ppm(v)) and by 20 % for a setpoint of 1440 mg/m’
(800 ppm(v)). The DCV system with a setpoint of 800 ppm(v) also reduced average CO,
concentrations by 90 mg/m’ (50 ppm(v)) to 160 mg/m’ (90 ppm(v)) compared to the fixed
ventilation rate strategy. The DCV strategies had little effect on cooling energy, because the
DCYV system tended to reduce ventilation during the cooler morning and evening hours and
increase ventilation during the warmer middle of the day. For VAV systems, the energy savings
were similar to those with single-zone systems. For multizone systems, the reduction in heating
energy was similar in absolute terms but was smaller in percent (5 % to 12 %) because of a
larger total heating load. DCV with a setpoint of 1800 mg/m’ (1000 ppm(v)) resulted in average
CO, concentrations 130 mg/m’ (70 ppm(v)) to 270 mg/m’ (150 ppm(v)) higher than the fixed
ventilation strategy, while a setpoint of 1440 mg/m’ (800 ppm(v)) kept concentrations lower than
the fixed strategy and the maximum below 1800 mg/m’ (1000 ppm(v)) in all zones. Providing
additional sensors in return duct of each floor had little impact on energy use and IAQ. Installing
sensors in each zone ensured that the concentration in each zone stayed below 1800 mg/m’
(1000 ppm(v)) but at a slightly higher energy use. The performance of DCV with sensors set at
1800 mg/m3 (1000 ppm(v)) in each zone was similar to central control with a setpoint of

1440 mg/m’ (800 ppm(v)). Formaldehyde concentrations were also simulated to evaluate the
impact of DCV strategies on pollution from a non-occupant source. None of the DCV strategies
controlled the formaldehyde concentrations as well as the fixed ventilation strategy. It was
suggested that a morning purge should be included in a DCV strategy when non-occupant
generated pollutants are a concern, but this option was not simulated. Different DCV control
algorithms including on-off, linear proportional, proportional-integral-derivative (PID), and the
Vaculik method (discussed later in this paper) were discussed but not simulated.

Wang and Jin (1998) also simulate the performance of CO,-based DCV for an office with a
focus on describing and evaluating a control algorithm that can adjust ventilation rates based on
estimated occupancy. Three different occupancy estimation algorithms (steady state,
approximate dynamic detection, and exact dynamic detection) were compared for a single well-
mixed zone with three different occupant densities and patterns. Both dynamic detection
methods detected occupancy with high accuracy and the change of occupancy with a fast
response time. Later, Wang and Jin (1999) experimentally verified the capability of the
algorithms.
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Wang and Jin then performed simulations to compare the IAQ and energy performance of four
ventilation strategies (DCV using approximate dynamic detection algorithm, DCV with a CO,
upper limit of 1800 mg/m3 (1000 ppm(v)), DCV with CO, upper limit of 1800 mg/m3

(1000 ppm(v)) upper limit and 1440 mg/m’ (800 ppm(v)) lower limit, and constant outdoor air)
for an eight-zone open-plan office with two different occupant densities. The office had a
combination of CAV and VAV ventilation systems. Simulations were performed for single days
of summer and spring Hong Kong weather. The study found the two DCV systems based on
direct CO, measurement were able to control CO, levels as well as the occupancy detection
method but could not maintain constant ventilation rates per occupant. Unfortunately, the CO,
concentrations results indicate a potential major flaw in the model assumptions. At the end of the
day, the ventilation system is turned off and there is no infiltration overnight resulting in initial
CO, concentrations of 1440 mg/m’® (800 ppm(v)) to 1800 mg/m’ (1000 ppm(v)). This
assumption masks likely significant differences in system performance during the morning hours
as CO; concentration increases from background levels. Also, the authors conclude that this
would result in inadequate indoor air quality but provide no justification. Compared to the
constant ventilation strategy, all three DCV strategies were found to reduce coil loads about 8 %
for spring weather and from 12 % to 18 % for summer weather.

Meckler (1994) also simulated the application of CO,-based DCV in an office building. The
energy performance of an idealized DCV system with the ventilation rate varied to maintain
1440 mg/m’ (800 ppm(v)) and 1660 mg/m’ (920 ppm(v)) (i.e., no control algorithm modeled)
was compared to a baseline system with a constant ventilation rate of 10 L/s (20 cfm) per person.
The office building has ten floors with two outdoor air handling units for each floor, a central
hydronic heating and cooling plant, and an economizer. Both energy and economic impacts are
presented for five U.S. cities (Miami, Atlanta, Washington, D.C., New York, and Chicago).
Reported energy savings ranged from less than 1 % to 3 % for electricity and from 16 % to 22 %
for gas. Payback periods of 1.5 years to 2.2 years were estimated for all cities.

In a recent study with a focus on humid climates, Shirey and Rengarajan (1996) simulated the
impact of a CO,-based DCV system in a 400 m? (4000 ftz) office located in Miami, Orlando, and
Jacksonville to examine the impacts of ASHRAE Standard 62-1989 ventilation rates on indoor
humidity levels. The baseline system, a conventional direct expansion (DX) air-conditioning
system with a sensible heat ratio (SHR) of 0.78, was unable to keep the indoor humidity below
the target of 60 % relative humidity (RH) when the ventilation rate was increased from 2.5 L/s to
10 L/s (5 cfm to 20 cfm) per person. System modifications considered included a low-SHR DX
air-conditioner, a high efficiency low-SHR air-conditioner, a conventional air-conditioner with
CO;-based DCV, a conventional air-conditioner with an enthalpy recovery wheel, a heat pipe
assisted air-conditioner, and a conventional air-conditioner with a separate 100 % outdoor air DX
unit. The operation of the DCV system was simulated by matching ventilation rates to occupancy
profiles. Four alternative systems (DCV, enthalpy wheel, heat pipe, and 100 % outdoor air DX
unit) maintained acceptable humidity levels for greater than 97 % of occupied hours. Of the
systems with acceptable humidity performance, only the DCV and enthalpy wheel options did so
with less than 5 % increases in annual HVAC energy use compared to the conventional system
with a ventilation rate of 2.5 L/s (5 cfm) per person. The DCV system also significantly lowered
the peak heating demand in Orlando and Jacksonville. An economic analysis showed that the
DCYV system resulted in annual HVAC operating cost increases of 7 % or less, first cost
increases of about 14 %, and life cycle cost increases of about 12 % compared to the system with
2.5 L/s (5 cfm) per person. A case with high internal loads was also examined, with the DCV and
enthalpy wheel systems again resulting in the best performance for the smallest increases in cost.
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In a recent follow-up study, Davanagere et al. (1997) applied the same methodology with many
of the same assumptions as Shirey and Rengarajan (1996) to study HVAC system options
including CO,-based DCV in a Florida school. As in the previous study, the baseline for
comparisons was a conventional system with ventilation as required by ASHRAE Standard 62-
1981. In addition to DCV, the options simulated included the conventional system with
ASHRAE Standard 62-1989 ventilation rates and various combinations of pretreating outdoor
air, thermal energy storage, enthalpy recovery wheels, gas-fired desiccant systems, and cold air
distribution systems. Results reported included energy use, humidity levels, first costs and life-
cycle costs. In general, the DCV system resulted in the smallest or close to the smallest increases
in energy costs and installed first costs compared to the baseline system. The thermal energy
storage system options generally resulted in the smallest increases (or even decreases) in peak
cooling demands and life-cycle costs. DCV was the only option that reduced peak heating
demands. Although the DCV system reduced humidity levels compared to the baseline system,
many of the other simulated options controlled humidity better.

Nakahara (1996) also discusses a simulation of DCV in a school building with an emphasis on
multiple zones and the potential benefit of zoning the ventilation system based on the level of
CO, demand instead of based on room position. However, little detail is provided on the model,
and the baseline for the resulting potential thermal load reduction of 46 % is not clearly defined.

In addition to offices and schools, public spaces have also been the subject of DCV simulation
studies. Warren and Harper (1991) evaluated the potential heating energy savings for a CO;-
based DCV system applied to an auditorium in London. Energy simulations were performed
using a building energy analysis program (Clarke and McLean 1986) with ventilation rates
calculated separately based on occupancy profiles. Assumptions included CO, generation of
4.7x 10° m’/s (1.7 x 10 ft*/s) per person, auditorium volume of 11,150 m’® (406,000 ft*), high
CO, setpoint of 1800 mg/m’ (1000 ppm(v)), peak daily occupancy of 629, and infiltration rate of
0.4 h™'. Three ventilation scenarios were compared including 100 % outdoor airflow at a rate of
5,020 L/s (10,000 cfm), DCV with a minimum outdoor airflow rate of 3,770 L/s (7,500 cfm), and
DCV with no minimum. The DCV with minimum outdoor airflow rate rarely exceeded the
minimum rate to maintain CO, concentrations below 1800 mg/m’ (1000 ppm(v)) and saved

26.4 % in heating energy use compared to the 100 % outdoor airflow case. The DCV with no
minimum saved 53.3 %.

Ogasawara et al. (1979) evaluated the potential energy savings for a DCV system in a 30,000 m’
(320,000 ft*) department store in Tokyo, Japan. Three ventilation strategies were compared
including fixed outdoor air at design rate, manual control with maximum ventilation on Sundays
(the busiest day) and half of that on weekdays, and DCV. The DCV algorithm used was
proportional control with a closed damper at 1440 mg/m® (800 ppm(v)) and a fully open damper
at 1800 mg/m’ (1000 ppm(v)). Infiltration assumptions were not specified. Energy use was
calculated for 4 cooling months and 4 heating months. The DCV system reduced energy use by
40 % for the cooling season and by 30 % for the heating season. An economic analysis showed
an advantage for the DCV system.

Feher and Ambs (1997) reported a study in which measurements of CO, concentrations in a
school building were used to estimate occupancy and to simulate operation of a DCV system.
Four independent zones of the school building, which had recently had the outdoor airflow rate
increased above design by 50 %, were included in the energy simulations. PID control was
simulated although it was concluded that there was little additional benefit compared to
proportional control. No infiltration, interzonal airflow, or air change effectiveness parameters
were included in the model. A minimum outdoor airflow of 1 h™' was provided. Annual HVAC
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energy savings compared to the original design rates were estimated to range from 3 % for the
classroom zone up to 17 % for the auditorium zone depending on the control approach.

In a very unique application, Dounis et al. (1996) investigated the potential application of CO,-
based DCV to control ventilation rates for a building with natural ventilation. Simulations were
performed in which window opening was adjusted based on measured CO, concentrations. Due
to concerns over the constant variation of natural ventilation driving forces, fuzzy logic was used
instead of conventional on-off or PID control. Carbon dioxide concentrations, window openings,
and air temperatures are presented for a simulated day. Although performance was not as good as
expected, the authors conclude that the feasibility of such a system was demonstrated.

The simulation case studies reviewed indicated energy savings for DCV systems between 4 %
and over 50 % compared to ASHRAE Standard 62-1989 or other design ventilation rates. The
energy savings varied widely depending on type of building, control algorithm, building
location, assumed occupancy and other assumptions. No parametric or sensitivity analysis has
been performed to determine which variables have the most influence on potential energy
savings. Also, energy savings are reported with respect to different baseline cases in the different
studies. A small number of the studies examined peak demand, economic impacts, humidity and
concentrations of other pollutants. These studies verified the concern for increased
concentrations of non-occupant generated pollutants, and one study examined potential solutions
including scheduled purges. Shortcomings of most of the studies included inadequate treatment
of infiltration and interzone airflows and control algorithms.

3.3 Sensor Performance and Location

The performance of a CO;-based DCV system will clearly depend on the measured CO,
concentration as reported by the system sensors. Key issues related to these sensors are their
accuracy, reliability, and location in the building. This section discusses the research that has
been done on sensor performance and location.

Sensor Performance

In the most extensive report on sensor performance, Fahlen et al. (1991 and 1992) describe an
evaluation of the performance characteristics of two CO,, nine humidity, and five mixed-gas
sensors in both lab tests and long term field tests. The lab tests consisted of both performance
and environmental tests, while the field tests consisted of a repeat of the performance tests after
the sensors had been installed in the field for 11 months. The CO, sensors displayed acceptable
performance for control purposes with a deviation of less than 50 mg/m3 (30 ppm(v)) at a level
of 1800 mg/m’ (1000 ppm(v)). However, the following problems were identified: time-
consuming calibration, sensitivity to humidity, and cross-sensitivity to voltage, temperature and
tobacco smoke. Characteristic curves comparing the sensor performance before and after the
field trial are presented. At 1800 mg/m’ (1000 ppm(v)), the deviation from the original result
was between 0 mg/m’ (ppm(v)) and 180 mg/m’ (100 ppm(v)).

Meier (1993) reports on the performance of two CO; and 17 mixed-gas sensors in five different
facilities at the University of Zurich. Measurements of CO,, air quality units (AQU), and
occupancy are presented for one day in a restaurant. It is concluded that both mixed-gas and CO,
sensors are suitable for registering the occupancy level in the restaurant and can provide the
reference variable for DCV. The results of the mixed-gas sensors and CO; sensors are compared,
but no conclusion is reached as to which sensor type is more suitable.

Recently, Okamoto et al. (1996) described the development and field testing of a CO, sensor
employing solid-state electrolyte technology. The sensor is stated as having an accuracy of
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+ 20 % and acceptable sensitivity to temperature, humidity, and miscellaneous gases. However,
the basis of the statements (i.e., laboratory test results) is not presented. Limited field tests of the
sensors in a school and two conference rooms are described. In these tests, the sensors were used
as monitors with low, medium and high setpoints of 1260 mg/m’ (700 ppm(v)), 2520 mg/m’
(1400 ppm(v)), and 4500 mg/m3 (2500 ppm(v)) but were not used to control the ventilation
system directly.

Several other reports contain more limited discussion of CO; sensor performance. The literature
review by Raatschen (1990) describes the various types of sensors available. The CO; sensors
discussed use infrared absorption and are available as two types - photoacoustic and photometric.
No actual performance tests were conducted, but a summary of manufacturers’ data is provided.
Houghton (1995) also describes available sensor types; manufacturer’s specifications are
presented for five sensors available in the U.S. Issues of accuracy, drift, and temperature and
pressure sensitivity are also addressed, although no independent performance tests are reported.
Helenelund (1993) also discusses the various sensor options available for DCV systems but does
not report on their performance. Based on other published reports, interviews and obtained test
results, the suitability of various sensors for different types of facilities is presented from the
point of view of both technological and economical performance. In a field test, Sodergren
(1982) reported that the sensor calibration drifted from 180 mg/m3 (100 ppm(v)) to 270 mg/m3
(150 ppm(v)) during the study. In another field test, Ruud et al. (1991) found that one CO, sensor
had to be connected to the supply voltage for several days before the output signal became
stable.

Sensor Location

In an experimental study aimed at determining the proper location for DCV sensors within a
room, Stymne et al. (1990) investigated the dispersion of CO; from simulated people in a four-
room test house. The following design factors were discussed: transfer of CO, from the sources
to different locations (referred to as transfer probability), the expected equilibrium concentration
at a location, the rate constant of approaching equilibrium from a nonequilibrium state, and
concentration fluctuations. The total ventilation flow rate to the test house was varied between
two levels with the fraction to each room remaining constant. People were simulated by metallic
bodies heated by a 100 W lamp and emitting 0.0069 L/s (0.015 cfm) of CO, mixed with
prewarmed air. Measurements were taken at 19 locations. Tracer gas measurements were also
performed. The measurements showed that good mixing was achieved in rooms with closed
doors, and therefore the sensor location is not critical. However, if a room is connected to other
spaces by open doors, large differences and instabilities in the CO, concentration may occur. The
distribution pattern of the tracer gas was similarly nonuniform, indicating that the cause of the
distribution pattern is air movement through open doorways and its interaction with air
movement from the heated bodies, radiators, cold external walls, and the jet from the inlet duct.
It is recommended to place the DCV sensor at mid-height in a room and away from doorways,
radiators, windows, people and air inlet devices if possible. It is also recommended that the DCV
system have a large time constant in order not to react to the fluctuations in concentration due to
nonuniform distribution patterns.

In a follow-up study, Stymne et al. (1991) investigated the CO, distribution pattern in an office
room with a displacement ventilation system. People were simulated by heated dummies
emitting tracer gas. Graphs of iso-concentration contours are presented for several cases. The
lack of normal disturbances such as body movements, breathing, heat sources, lighting, and solar
heat gain is mentioned as a limitation of the study. It is shown that pollutants emitted from the
‘people’ are transported to the upper mixed zone in the room and that pollutants emitted at a
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small heat source or near the wall accumulate below the interface between the upper and lower
zones. The interface is displaced about 0.2 m (0.66 ft) upwards around the heated bodies,
ensuring the occupants better air quality than the surrounding air, even if they are above the
interface. A test with a mixing ventilation system showed a similar plume above the heated
dummies but no stratification outside the plume. It is concluded that DCV in a displacement
ventilated room is a suitable means of controlling the level of the interface between the
uncontaminated air in the upper zone and the polluted air in the lower zone. The sensors should
be located at the height of the occupants’ heads. Also, the setpoint should be lower than usual,
for example below 1440 mg/m’® (800 ppm(v)), so that the DCV system will be activated.

A common alternative to locating DCV sensors in individual rooms is to locate them in the
ventilation system return ductwork. Reardon and Shaw (1993) and Reardon et al. (1994)
compared CO, concentrations in the central return air shafts, individual floor return intakes, and
occupied space in a 22-story office building. Measurements showed that the individual floor
return grilles represented the spatial average concentrations in the occupied space, and that the
measurements at the top of the central return shafts represented the concentrations at the floor
return intakes. Therefore, it was concluded that the top of the return shafts is an appropriate
location for the sensors of a DCV system. However, the setpoint should be adjusted (lowered) to
account for variability in the occupied zones to avoid high local exposures.

Bearg (1994) also compares the merits of single and multiple point DCV systems. A system is
described with multiple sampling points and a single detector installed in a 5-story building. In
addition to operating the DCV system, advantages credited to the multipoint system include
identifying both leakages in the system and episodes of increased outdoor contamination such as
vehicle exhaust at a loading dock. Also, the use of a single detector ensures that differences in
measured concentrations for different sampling points are not due to calibration differences.
Such a system could also be automatically recalibrated with a known CO, concentration.
Houghton (1995) discusses this multipoint system including its accuracy and automatic
calibration advantages. However, the system is claimed to be more costly than a system with
multiple detectors and a central computer. Some data collected by the multipoint system is
presented.

Several other reports briefly discuss sensor location issues. In another field test, Sodergren
(1982) presented graphs of the CO, concentration at multiple locations in an office but did not
make specific recommendations on sensor location. In a test in a conference room, Ruud et al.
(1991) found that concentrations measured at the wall and in the exhaust air were nearly
identical with the wall-mounted sensor having a 2-min delay compared to the exhaust air. In a
simulation study of a DCV system applied to an office building with floors having different
occupant densities, Enermodal (1995) found that a system with sensors in the return duct of each
floor had little impact on IAQ and energy use compared to a system with a sensor in the central
return. Installing sensors in each zone ensured CO, concentrations below 1800 mg/m’

(1000 ppm(v)) (the setpoint) in all zones and increased energy use slightly, but at a higher
installation cost due to the additional sensors. Central control with a setpoint of 1440 mg/m’
(800 ppm(Vv)) offered similar performance to individual zone control with a setpoint of 1800
mg/m’ (1000 ppm(v)), but at a much lower installation cost.

Although many DCV studies have touched on the subjects of sensor performance and location,
only a few have examined these issues in detail. In general, sensor performance characteristics
have been found to be adequate for controlling a DCV system although concerns about
calibration and sensitivity to humidity and temperature have been expressed. Sensor calibration
concerns are being addressed by either use of a second detector tuned to a wavelength that isn’t
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absorbed by CO, to provide a reference value to correct for sensor drift over time or “self-
calibrating” by checking the CO; level at night when indoor concentrations are expected to drop
to outdoor levels (Schell and Int-Hout 2001). Contradicting opinions on sensor location have
been expressed with some studies advocating a system with a single central measurement in the
HVAC return system and others preferring a system with multiple measurement points.

3.4 Application

In addition to the studies of the performance of CO,-based DCV systems, there have also been a
growing number of reports that describe how to apply these systems. These reports range from
general descriptions of CO,-based DCV to detailed descriptions of control algorithms. This
section reviews a number of these reports.

One of the earliest discussions of using CO, to control outdoor air intake as a means of saving
energy was presented by Kusuda (1976). This paper presented some of the theoretical
background of how indoor CO; concentrations vary as a ventilation system is turned on and off.
Sample calculations showed potential energy savings of 40 % for an office space. Another early
discussion of the energy savings potential of CO, control was presented by Turiel et al. (1979).
This paper discussed a number of DCV control options including water vapor and concluded that
CO; control appeared to be the most satisfactory approach.

Recently, one of the more detailed discussions of the application of DCV was reported by Schell
et al. 1998. DCYV topics covered include potential energy savings with DCV, determining
locations for CO; sensors, control strategies (including setpoint, proportional, and exponential or
PID), consideration of outdoor levels of CO,, estimation of building ventilation rates using CO,,
models for selection of DCV strategy, and benefits of DCV. Additionally, Schell et al. discuss
applying CO,-based DCV in compliance with ASHRAE Standard 62-1989 (ASHRAE 1990).

A general discussion of the principles of DCV in office buildings is presented by Davidge (1991)
and Houghton (1995). These papers discuss the circumstances under which DCV might be
expected to be most effective including the existence of unpredictable variations in occupancy, a
building and climate where heating or cooling is required for most of the year, and low pollutant
emissions from non-occupant sources. Davidge points out that when such a system is considered,
one must address the base ventilation rate that is not controlled by DCV in order to control these
non-occupant pollutant sources. The impact of free cooling on DCV systems is also discussed,
noting that long periods of free cooling will reduce the potential energy savings. The potential
for purge ventilation, both before and after occupancy, to control non-occupant sources is also
discussed.

Similar discussions of the application of CO,-based DCV are presented by Houghton (1995) and
in an application guide published by Telaire (n.d.). These publications contain background
information on CO; control of ventilation and describe the potential energy savings benefits.
Strategies for the use of CO,-based DCV are also described including simple setpoint control
where the outdoor air intake damper is either open or closed depending on the indoor CO,
concentration, proportional control in which the intake damper or outdoor air fan flow is
proportional to the CO; concentration, and PID (proportional-integral-derivative) control which
considers the rate of change in the CO, concentration. Recommendations are made on the
application of these techniques based on the occupancy level.

Descriptions of specific control algorithms are presented by Vaculik and Plett (1993), Federspiel
(1996), Bjorsell (1996), and the Telaire application guide (n.d.). In their paper, Vaculik and Plett
discuss the principles of CO,-based DCV including setpoint and proportional control. They then
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describe a control approach that accounts for differences between CO, concentration at the
measurement location and the critical location in the building and in which the control setpoint is
adjusted to account for differences between the measured concentration and the setpoint.

Federspiel (1996) also reports on a control algorithm, referred to as On-Demand Ventilation
Control (ODVC), and presents a simple simulation to demonstrate its performance. The ODVC
strategy attempts to set the ventilation rate proportional to the occupant density even under
transient conditions by using a well-mixed single zone model to estimate the current CO,
generation rate from measured concentrations and airflows. A simple example is presented to
show the ODVC strategy controls the CO, concentration below 1800 mg/m’® (1000 ppm(v)) by
reacting quickly to a step change in occupancy, while a strategy of PI control of measured CO,
concentration allows CO; to overshoot the setpoint value. Issues regarding the impact on energy
use and the potential effect of well-mixed single zone model inadequacies are not addressed. Ke
and Mumma (1997) and Wang and Jin (1998) describe similar algorithms.

Bjorsell (1996) also focuses on the description and simulation of a DCV control algorithm,
presenting a simple simulation example. The control algorithm, called Linear Quadratic, attempts
to calculate the optimal system flow to minimize a cost function that depends on concentration
and ventilation flow. However, the cost function is not specified and, although the control
method may be optimal with respect to a given cost function, it also depends on all physical data
being known and may not be practical to implement.

As mentioned earlier in the sections on field and simulation cases studies, a variety of control
setpoints have been used, and many descriptions of the application of CO, control contain only
limited discussion of how to determine the appropriate setpoint. Schultz and Krafthefer (1993)
present a method for determining a CO; setpoint based on the Indoor Air Quality procedure in
ASHRAE Standard 62. This method employs a two-zone model of the ventilated space and
considers the ventilation efficiency of the space. Nomographs are presented for use in
determining the CO, setpoints.

The use of CO; control of outdoor air is discussed relative to other approaches of outdoor air
control in papers by Elovitz (1995) and by Janu et al. (1995). Elovitz discusses various options
for controlling minimum outdoor air intake rates in VAV systems including: sequencing supply
and return fans; controlling return or relief fans based on building pressure; measuring outdoor
air intake rates directly; fan tracking; controlling the pressure in the intake plenum; outdoor air
injection fans; and, CO, control. Advantages and disadvantages of each approach are discussed.
Elovitz points out that CO; control does not necessarily assure satisfactory indoor air quality,
depending on the existence and strength of contaminant sources that are not proportional to the
number of occupants. Janu et al. (1995) discuss some of the same methods of outdoor airflow
control and raise the same cautions regarding CO, control and non-occupant contaminant
sources.

In addition to a general discussion of DCV, Meier (1995) reports a sensitivity analysis on
parameters affecting the payback period for modifying a conventional ventilation system to add
DCV capability. Although few details of the calculation are presented, the total airflow rate is
reported as the most significant parameter determining payback period. However, operating
hours were also found to be significant. More recently, Meier (1998) provided estimated
potential energy-cost savings for a range of DCV applications based on case studies and
experiences of control companies. These estimates and additional ones from Mansson (1994) are
presented in Table 2. Mansson provides background information on CO, DCV systems,
discusses strategies for base and variable ventilation rates based on application type, and presents
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a six-step flowchart for determining the feasibility of DCV for an application. As expected, the
energy savings in Table 2 are largest for high density spaces with generally variable occupancy,
such as the various halls, theatres and cinemas. The lowest savings are seen in the office spaces,
which generally have lower occupancy densities with less variation than the other spaces.

Application Energy-cost savings range
Schools 20 % to 40 %

Day nurseries 20 % to 30 %

Restaurants, canteens 20 % to 50 %

Lecture halls 20 % to 50 %

Open-plan offices (40 % average occupancy) 20 % to 30 %

Open-plan offices (90 % average occupancy) 3%to5 %

Entrance halls, booking halls, airport check-in areas | 20 % to 60 %

Exhibition halls, sports halls 40 % to 70 %

Assembly halls, theatres, cinemas 20 % to 60 %

Table 2 Estimated energy-cost savings from DCV (Meier 1998 and Mansson 1994)

3.5 Summary and Conclusions

This literature review has described the research into the application of CO,-based DCV. It has
covered case studies conducted in the field and through computer simulation, research on
sensors, and discussions of the application of CO, control. This section summarizes a number of
findings of the literature review and identifies research needs. Table 3 summarizes the literature
reviewed in terms of the type of report and topics addressed.

There is fairly wide consensus on the best applications for CO, control. Most discussions of
CO,-based DCV mention the following building types as good candidates: public buildings such
as cinemas, theaters and auditoria, educational facilities such as classrooms and lecture halls,
meeting rooms, and retail and restaurant establishments. However, it is interesting to note that
most of the case studies have investigated office buildings. As presented by Davidge (1991), the
following building features correspond to situations where CO,-based DCV are most likely to be
effective:

» the existence of unpredictable variations in occupancy
* abuilding and climate where heating or cooling is required for most of the year
* low pollutant emissions from non-occupant sources.

There have been a number of valuable demonstration projects in real buildings, and many of
these have shown significant energy savings through the use of CO, control. However, several
cases exist where the indoor CO; concentration was rarely high enough for the outdoor air intake
dampers to open, suggesting a mismatch between building occupancy, ventilation rates, and
control algorithms and setpoints. A significant shortcoming of several of the field tests, as well
as of the computer simulation studies, was the inclusion of little or no description of the CO,
sensors or control algorithm investigated in the study. These omissions make it difficult to
evaluate which approaches work best and under what circumstances.
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While CO, DCV can control occupant-generated contaminants effectively, it may not control
contaminants with non-occupant sources as well. The control of such non-occupant sources, such
as some building materials and outdoor air pollution, is a difficult issue because one cannot
engineer for these sources unless their source strengths and indoor concentration limits are
known. However, this information is not readily available for most contaminants and sources. A
practical solution is to maintain a base ventilation rate at all times, which can be proportional to
floor area. A morning purge with outdoor air may also be a good strategy for controlling the
buildup of these contaminants over night, and it may be equally applicable to non-DCV systems.
An outdoor air purge cycle during the day is another option for controlling non-occupant
sources.

The research on sensors indicates that currently available technology is adequate for use in these
systems. Some questions have been raised regarding calibration frequency, drift, and temperature
effects but new calibration methods have been developed to address these concerns. There is still
some debate regarding sensor location, in particular whether to use a single sensor centrally
located in the system return or multiple sensors located in the returns for whole floors or in
critical spaces, such as conference rooms. Whenever a central location is suggested, the issue of
variability among spaces is almost always mentioned. Using a lower setpoint with a central
sensor is often suggested as one means of dealing with the variability issue.

A number of needs for more research and information were identified in this literature review.
For example, more system-specific guidance on application of CO,-based DCV is needed. This
guidance should be based on system type, zoning, and expected variations in occupancy patterns
among the zones. The factors that impact energy savings and other performance issues are
becoming better understood, but more sensitivity analysis would be helpful. As mentioned in the
literature review, it would still be extremely useful to investigate more CO,-based DCV
installations and document them in terms of design and performance. Another issue meriting
attention are the positive benefits of using CO,-based DCV to maintain ventilation rates at design
levels that help to guarantee sufficient ventilation to occupants, as opposed to its use to using
CO, control to reduce ventilation rates.
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4. TECHNOLOGY UPDATE: SENSORS

The only technologies unique to the application of carbon dioxide demand controlled ventilation
are the CO; sensors themselves. The remaining control hardware and software (including
algorithms) are common with other HVAC control applications. This section covers only the
CO; sensors, describing the available technology and some of the relevant performance issues.

Most major HVAC equipment manufacturers offer CO, demand controlled ventilation as an
option, though some highlight its use more than others. However, their application literature does
not generally focus on the CO, sensing technology. Presumably these HVAC manufacturers are
using sensors manufactured by other firms.

Sensor manufacturers are definitely promoting the use of CO, DCV and several of them provide
a good deal of technical information on the performance and application of their products.
However, there has not been a great deal of information published on CO; sensing for control. A
recent article by Schell and Int-Hout (2001) provides a brief description of the sensing
technology. In addition, the International Energy Agency effort (Annex 18) that studied demand
control ventilation in general did perform limited testing of CO; sensors (Fahlen et al. 1992).

There are basically two types of CO, sensors used for ventilation control, photometric and
photoacoustic. Photometric sensors contain a light source that emits in the infrared range and an
optical filter that ensures only wavelengths in the absorbing spectrum of CO; enter the cell
containing the air sample. A photodetector measures the light intensity at a wavelength that is
absorbed by CO;. The higher the CO, concentration in the sample air, the lower the measured
light intensity. Photoacoustic sensors also employ an infrared light source with an optical filter.
The CO; molecules in the cell absorb the infrared energy, which in turn increases the molecular
vibration and generates an acoustic field. A microphone picks up this field and converts it to an
electronic signal related to the CO, concentration.

Some of the issues affecting sensor performance include interference from other gases (e.g.
water vapor), accuracy and drift. The various sensors on the market address these issues using
different strategies. Sensor drift arises due to aging of the light source or particle/dust buildup on
the optical components. Some sensors use a second detector tuned to a wavelength that isn’t
absorbed by CO; to provide a reference value to correct for sensor drift over time. Another
approach is to protect the sensor with a gas permeable membrane to avoid contamination by dust.
Photoacoustic sensors are not as sensitive to dirt and dust, but are still subject to aging of the
light source. Some sensors check the CO, level at night when indoor concentrations are expected
to drop to outdoors and “self-calibrate” to account for drift.

The IEA Annex 18 sensor testing effort included testing of only two CO; sensors, one
photometric and another photoacoustic (Fahlen et al. 1992). The testing involved sensor response
as well as the impacts of temperature, mechanical vibration and electrical noise. While the
testing was limited to only two sensors, the study concluded that these sensors showed
acceptable performance for control but noted that calibration could be a time consuming process
based on the sensor rise times of around 10 min.

Sensor manufacturers are continually working to develop cheaper, more accurate and more
stable sensors. Their cost is driven to a large degree by the number of sensors that are
manufactured and sold. In 1998, prices ranged from around $400 to $500 per sensor, but have
decreased by about 50 % based on continued use (Schell and Int-Hout 2001). This trend is likely
to continue as their use expands further.
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5. STANDARDS AND REGULATORY CONTEXT

Carbon dioxide demand controlled ventilation clearly must be applied in a manner that is
consistent with the relevant building codes and standards. This section discusses the standards
and regulatory context relevant to CO, DCV, specifically ASHRAE Standard 62 and the
California Energy Efficiency Standards.

ASHRAE Standard 62

Before discussing CO, DCV in the context of Standard 62, it is appropriate to address some
confusion that exists regarding the standard and indoor CO; levels. For example, a common
misunderstanding exists that if indoor carbon dioxide concentrations in a building are maintained
below 1800 mg/m’ (1000 ppm(v)) or within 1260 mg/m’ (700 ppm(v)) of outdoors, then the
building is in compliance with ASHRAE Standard 62. ASHRAE Standard 62 contains two paths
to compliance, the Ventilation Rate Procedure and the Indoor Air Quality Procedure. The
Ventilation Rate Procedure requires that one determine the design ventilation rate of a building
based on the space-use in the building, the number of occupants and the outdoor air requirements
for various space-use categories in Table 2 of the standard. The Ventilation Rate Procedure also
contains requirements for contaminant levels in the outdoor air and that no unusual contaminants
or sources exist. While compliance with the Ventilation Rate Procedure is likely to maintain
indoor carbon dioxide concentrations within 1260 rng/m3 (700 ppm(v)) of outdoors
(corresponding to about 1800 mg/m’ (1000 ppm(v)) for typical outdoor CO, concentrations), the
other requirements of the procedure must also be met to achieve compliance with the entire
standard.

The Indoor Air Quality Procedure of the 1989 version of the standard contained a guideline for
indoor carbon dioxide concentrations of 1800 mg/m’ (1000 ppm(v)), but that guideline was
removed in the 1999 version. However, complying with this guideline alone was never sufficient
for achieving compliance with the standard. In addition to this carbon dioxide guideline, the IAQ
Procedure also contained and still contains limits for four other contaminants of predominantly
outdoor origin in Table 1 of the standard and three others in Table 3. In addition, one also must
to keep all other known contaminants of concern below specific levels. The Indoor Air Quality
Procedure also contains a requirement for the subjective evaluation of the acceptability of the
level of those contaminants for which no objective measures of acceptability are available. While
it may not be clear how one identifies these contaminants of concern and the associated levels of
acceptability, it is clear that simply maintaining carbon dioxide below 1800 mg/m’

(1000 ppm(v)) is not sufficient.

That being said, let us now review how the standard does address the issue of CO, demand
controlled ventilation. Section 6 of this standard, Procedures, provides the means of designing
building ventilation systems for achieving acceptable indoor air quality. Two procedures exist
for doing so, the Ventilation Rate Procedure and the Indoor Air Quality (IAQ) Procedure. The
former prescribes minimum outdoor air ventilation requirements for a number of different space
types, expressed as (L/s) cfm per person, (L/s-m?) cfm/ft* of floor area or cfm (L/s) per room,
with the units depending on the space type. The standard does not specifically discuss the
application of demand-controlled ventilation, however, it is quite logical to apply this approach
to spaces where the outdoor air requirement is expressed as (L/s) cfm per person. If carbon
dioxide, or some other demand control approach, is employed as a “people counter,” then the
outdoor air could be varied in response to changes in occupancy. In fact, ASHRAE has issued
interpretation #33 of Standard 62-1999 (also referred to as interpretation #27 of Standard 62-
1989) that allows this application. The interpretation allows the use of CO,-DCV as long as other
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provisions of the standard (specifically requirements related to intermittent occupancy) have not
been used to reduce the estimated occupancy, CO; is not being removed by other methods such
as air cleaning, and a control algorithm is used to achieve the rates in Table 2 of the standard.
The interpretation does specifically allow for a number of different control algorithms, including
“ make or break” (on/off), proportional, proportional-integral, and proportional-integral-
derivative, and specifically mentions the use of the difference between indoor and outdoor CO,
levels in these controls. However, the interpretation notes * good practice and the rationale on
which the ventilation rates in Table 2 are based, indicates the need for a non-zero base
ventilation rate to handle non-occupant sources whenever the space is occupied.” Therefore,
some residual ventilation needs to be provided to handle non-occupant contaminant sources, but
neither the standard nor the interpretation indicates how much ventilation that is.

The IAQ Procedure is a performance-based method for providing acceptable IAQ in which the
design is based on the control of certain “contaminants of concern” to specified acceptable
levels. The standard neither identifies the contaminants on which to base the design nor the
acceptable levels; that is up to the user of the standard. Carbon dioxide DCV could be one means
of implementing the IAQ Procedure, but realistically one would also need to address
contaminants that are not generated at rates associated with the number of occupants.

Another aspect of the standard that is relevant to CO,-DCV is the indoor CO; guideline that was
in the 1989 version of the standard. Table 3 of the standard (both the 1989 and 1999 versions)
contains guidelines for selected air contaminants for potential use with the IAQ Procedure. The
1989 version of Table 3 included a limit of 1800 mg/m’ (1000 ppm(v)) for indoor CO,, which
was the subject of much confusion. Specifically, some readers of the standard interpreted this
guideline as indicating that indoor CO, levels about 1800 mg/m’ (1000 ppm(v)) were a health
hazard. In fact, this guideline was based on the association with indoor CO; levels with the level
of odor due to human bioeffluents. Since then, the approval of Addendum 62f to the standard in
1999 and its incorporation in Standard 62-1999 removed the 1800 mg/m’ (1000 ppm(v)) CO>
guideline and replaced it with the actual contaminant of interest, i.e., human bioeffluents.
Additional changes to Appendix D of the standard explained that odor levels from human
bioeffluents were likely to be acceptable to the majority of visitors entering a space if the indoor
CO;, level were no more than 1260 mg/m® (700 ppm(v)) above outdoors.

California's Energy Efficiency Standards for Residential and Nonresidential Buildings

The CEC standards (1999), often referred to as Title 24, discuss demand-controlled ventilation
under Section 121 - Requirements for Ventilation. In addition to providing minimum outdoor air
ventilation rates, section 121 (c) discusses operation and control of outdoor air. An exception to
the requirement that the specified outdoor air rates shall be supplied whenever the space is
occupied states that the outdoor air rate may be reduced to 0.76 L/s-m* (0.15 cfm/ft") if the
system is controlled by an approved demand controlled ventilation device and in the case of CO,
control, the indoor CO; level is limited to no more than 1440 mg/m3 (800 ppm(v)) while the
space is occupied. The basis for this limit is not provided in the document, but it should be noted
that an indoor CO, level of 1440 mg/m’ (800 ppm(V)) corresponds to about 11.5 L/s (23 cfm) per
person of outdoor air under steady state conditions.

These standards were revised in January 2001 in a document containing emergency regulations,
referred to as AB 970 (CEC 2001a). The requirements for CO, demand-controlled ventilation
remained largely the same as the 1999 standards, with a few exceptions. One significant change
is that demand control ventilation is required for spaces with fixed seating and occupant densities
less than or equal to about 9 m? (10 ft*) per person and for spaces with outdoor air capacities
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greater than or equal to 1400 L/s (3000 cfm). However, note that these requirements are for any
form of demand control that reduce outdoor air intake based on occupancy, not just those based
on CO; sensing. While the standard is not specific, such control could be based on timers,
occupancy sensors and other approaches. When the control device is based on indoor CO; levels,
the emergency standards still require that the indoor CO, levels not exceed 1440 mg/m’

(800 ppm(v)) when the space is occupied. As noted above, this CO, level corresponds to an
outdoor air ventilation rate of 11.5 L/s (23 cfm) per person at steady-state. In addition, the 2001
standard requires a sensor in the space or in a return airstream from the space, with one sensor
for every 2300 m” (25,000 ft%) of habitable space.

Revisions to the 2001 emergency standards (CEC 2001b) were recently issued for review prior to
their adoption on April 4, 2001. These proposed revisions add an exception to the 1440 mg/m’
(800 ppm(Vv)) if the ventilation rate is greater than or equal to the rate required by the standard.

The current versions of ASHRAE Standard 62-1999 and California’s Title 24 Energy Efficiency
Standards both allow the use of CO, demand-controlled ventilation. However, neither document
provides much application guidance or specific requirements in several important areas including
sensors (number, placement, accuracy, calibration or maintenance), control algorithms and
setpoints, or base ventilation rates. To effectively realize the energy saving potential of this
technology, such guidance is definitely needed.

6. SUMMARY

Carbon dioxide demand controlled ventilation (DCV) attempts to achieve acceptable indoor air
quality (IAQ) at reduced energy cost by matching a ventilation system’s outdoor airflow rate to
the real-time occupancy as indicated by indoor CO, levels. The potential advantages of CO,-
based DCV are increased ventilation when occupancy is high, a feedback control mechanism to
ensure acceptable IAQ and energy savings from decreased ventilation when occupancy is low.
While the energy savings potential of this approach has been highlighted in several studies, there
are still some important questions related to the implementation of CO,-based DCV. One of the
most critical issues is that low CO; levels alone do not guarantee acceptable IAQ. For example,
the concentrations of non-occupant generated pollutants may not be well controlled by such a
system, or at least they can become elevated during periods of low occupancy due to decreased
ventilation. Also, nonuniformities in air distribution and in building occupancy can present
difficulties in locating sensors such that a representative CO, concentration is measured. While
the potential energy savings have been identified in a number of earlier studies, additional study
is needed to help designers estimate the actual saving that can be realized in specific situations.
In addition, work remains to be done on improving CO; sensors and in developing application
guidance. Future phases of this project will focus on increasing our understanding of the energy
savings potential and in developing improved application guidance.
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Appendix A: CEC RFP Issues

The California Energy Commission (CEC) Public Interest Energy Research (PIER) Request for
Proposals for the Buildings Energy Efficiency Program Area identified four key issues of
concern. These four issues identify energy problems facing buildings in California and present
opportunities to have a significant positive impact. This appendix discusses the relationship of
the application of CO,-based DCV systems to the four key issues based on information in this
report.

Issue #1 Energy consumption is rapidly increasing in hotter, inland areas as new building
construction increases in these areas.

A key intent of CO,-based DCV systems is the reduction of energy consumed to cool and heat
ventilation air in buildings. As discussed in the review of case studies in this report, they are
capable of achieving such reductions for many building types in a variety of climates.
Fortuitously, DCV systems may be very well suited to reducing energy consumption in the
hotter, inland areas of California as evidenced by a recent simulation study (Brandemuehl and
Braun 1999).

Brandemuehl and Braun simulated the energy impacts of DCV systems and economizers for four
building types (office, retail, school, and restaurant) in a variety of locations including
Sacramento. They reported potential electrical energy savings of 17 % for the restaurant in
Sacramento with both a DCV system and an economizer. Equal savings were due to the DCV
system and the economizer. For the other building types in Sacramento, the combined DCV and
economizer systems reduced electrical energy consumption by 10 % for the office, 19 % for the
retail, and 18 % for the school. Since Brandemuehl and Braun and others have reported larger
potential savings for humid locations and hotter locations, a DCV system with an economizer is
likely to save even more electrical energy in locations such as Fresno and Palm Springs, climates
combining warm weather and high humidity levels. The use of carefully scheduled purge
ventilation with DCV could also increase energy savings by reducing ventilation during the
hottest times of the day.

Issue #2 Development of energy efficient products and services needs to adequately consider
non-energy benefits, such as comfort, productivity, durability, and decreased maintenance.

Since CO,-based DCV systems directly affect building ventilation rates, the potential exists to
have a significant impact on occupant comfort and productivity. That impact could be either
positive or negative depending on the DCV system design, installation, operation and
maintenance. CO,-based DCV systems can indeed have a positive impact on IAQ that is not
always considered, when building zones are occupied by more people than the number on which
the ventilation system design is based. At such times, a DCV system will result in improved IAQ
by providing an appropriate amount of ventilation to the space. Additionally, ventilation systems
may operate with lower ventilation effectiveness than the design criteria. Again, a DCV system
can increase ventilation rates in such situations. While it is not possible to estimate potential
impacts on productivity for any given building, Fisk and Rosenfeld (1997) have estimated that
nationwide impacts of better indoor environments are in the billions of dollars.

Since DCV systems adjust ventilation rates based on measured concentrations of CO, generated
by building occupants, they do not directly guarantee satisfactory indoor air quality (IAQ) due to
the presence of non-occupant generated contaminants. This issue results in a concern by some
that DCV could result in poor IAQ, which could negatively impact comfort and productivity.
Certain steps need to be taken to avoid the occurrence of such a negative impact. The most
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fundamental step is to implement the same good IAQ practices that should be applied to all
commercial buildings. These practices include reduction of contaminant sources, proper
installation and maintenance of equipment, etc. Additional steps that should be taken for DCV
systems include appropriate selection of control algorithms and setpoints, thoughtful
consideration of expected contaminant sources, establishment of minimum base and/or purge
ventilation rates and schedules, system commissioning, and proper maintenance and calibration
of CO, sensors.

Issue #3 Building design, construction, and operation of energy-related features can affect
public health and safety.

The above discussion addressing Issue #2 also applies to public health. CO,-based DCV systems
could have either a negative or positive impact on public health, and therefore care needs to be
taken in their application. In addition, DCV can have a very positive impact in lessening the
moisture load in non-residential buildings in humid climates. Since most of the moisture load for
many non-residential buildings is brought into a building through ventilation, reducing excess
ventilation during times of reduced building occupancy can reduce this moisture load. This
reduction in moisture load can save energy and money by eliminating the need for special
equipment.

Issue #4 Investments in energy efficiency can affect building and housing affordability and value,
and the state’s economy.

As discussed in response to Issue #1, CO,-based DCV systems can reduce building heating and
cooling energy use and, therefore, reduce operating costs to improve building affordability and
value. However, these potential savings will vary widely depending on building type, climate,
occupancy density and patterns, other HVAC system characteristics, and other factors. While
knowledge of these important parameters is growing, more work is needed to identify the best
opportunities for energy savings. No significant impacts are expected on the energy-related costs
of construction.
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Appendix B: Preliminary Application Guidance

The intent of this section is to summarize the currently available guidance on the application of
CO,-based DCV while acknowledging that significant knowledge gaps still remain. This
summary is based on guidance in various publications including lessons learned from published
case studies. Future phases of this study are intended to fill in many of these knowledge gaps and
to develop more definitive guidance. Furthermore, it is not the intent of this section to describe a
system that meets ASHRAE Standard 62 or any other ventilation standard.

Target buildings

The intent of a CO,-based DCV is to save cooling, heating, and fan energy use compared to
ventilation at a constant rate based on design occupancy, while assuring adequate ventilation
rates for IAQ control. While CO;-based DCV systems are likely to save at least some energy for
nearly all buildings and climates, the amount of energy saved can vary dramatically depending
on the climate, occupancy, operating hours, and other building and HVAC system features. The
greatest energy savings are likely to occur in buildings with large heating loads or large cooling
loads that have dense occupancies that vary unpredictably. This section highlights circumstances,
specifically buildings and spaces, where CO, DCV appears to make the most sense.

Good candidates

Building or spaces where the occupants are likely to be the only significant source of CO,.
Buildings or spaces with dense, unpredictably variable occupancies.

Buildings or spaces in climates that have significant heating or cooling loads.

Variably occupied spaces that have independent outdoor air supply capability such as a
conference rooms within buildings in which the building as a whole may not be a good
candidate.

Poor candidates

Buildings or spaces where ventilation requirements are dominated by non-occupant generated
pollutants.

Buildings or spaces with significant sources of CO; other than occupants. Using CO, as the
control variable in such applications will not necessarily result in unacceptable IAQ but rather
could cause excessive ventilation rates. In such cases, it may be possible to control the
ventilation rate based on another measured parameter.

Buildings or spaces with any CO, removal mechanisms other than ventilation, such as air
cleaning of CO..

Remaining Issues/Questions

Is it economical for CO,-based DCV to be applied in mild climates even with an economizer?

While CO,-based DCV may not be cost-effective for most buildings with no heating demand in
low humidity climates, CO,-based DCV may still be considered for potential IAQ benefits or
ensuring ‘adequate’ ventilation. How significant are these IAQ benefits?

CO, DCV Technology

Most CO; sensors used in DCV systems today are based on non-dispersive infrared (NDIR) or
photometric detection. Both technologies can be affected by light source aging. The former
approach may be sensitive to particle buildup on the sensor while the latter could be affected by
vibration or atmospheric pressure changes.
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Good sensor attributes and application
Appropriate measurement ranges for ventilation control.

Calibrated according to manufacturer recommendations. An automated calibration system that
uses overnight baseline CO; readings may be considered.

Located in occupied zones when an appropriate location is available..

Poor sensor attributes and application
Should not use CO, monitors that are not intended for control systems.

Should not be located near doors, windows, air intakes or exhausts, or in close proximity to
occupants.

A single sensor located in a common return should not be used to control ventilation rates for
spaces with very different expected occupancies.

Remaining Issues/Questions

Is it acceptable to use a single sensor in a common return to control the ventilation rate for
multiple zones with similar expected occupancies? Can a lower setpoint compensate for
differences in concentrations between zones? How much could this approach reduce energy
savings?

Are there significant advantages to using a single sensor with multiple measurement locations
compared to multiple sensors?

Control Algorithms

Control strategies for CO,-based DCV include simple setpoint control where the ventilation rate
is increased or decreased depending on the indoor CO, concentration, proportional control in
which the ventilation rate is proportional to the CO, concentration, PI (proportional-integral) or
PID (proportional-integral-derivative) control which can adjust more quickly to changes in the
CO; concentration, and algorithms that aim to maintain a constant ventilation rate per person at
all times.

Good practice

Control strategies should be chosen based on the expected occupancy patterns. Control
algorithms that can adjust ventilation rates more quickly should be considered for spaces with
low density occupancy or where changes in occupancy may be gradual .

Remaining Issues/Questions

Should CO; setpoints be varied for buildings with occupants whose CO; generation is expected
to vary significantly from that of adults doing office work? It is necessary to account for the
lower CO; generation of children in schools or the higher generation of very active adults? Is a
control algorithm that maintains a constant ventilation rate per person necessary for acceptable
1AQ?

Other Contaminants

CO;-based DCV systems should include a strategy to provide for sufficient ventilation, or other
means, to control concentrations of non-occupant generated contaminants. Ideally, an analysis of
non-occupant sources would indicate the appropriate ventilation and other IAQ control
technologies needed to maintain the resulting concentrations of contaminants within acceptable
limits. However, the information needed to perform such an analysis will not likely be available
in most situations.
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Good practice

CO;-based DCV should include a strategy of ventilation and other IAQ control technologies to
control non-occupant generated contaminants. It may be possible to control known pollutant
sources through local ventilation or air cleaning.

Poor practice
CO;-based DCV may not be appropriate in spaces where smoking is permitted.

Remaining Issues/Questions

What level of minimum ventilation, if any, is needed? Although recommendations have been
made to maintain a minimum ventilation rate of 10 % to 50 % of the design rate, no general rule
of thumb is available. Minimum ventilation rates should be established based on expected types
and strengths of pollutant sources, and other IAQ control technologies employed.

Can scheduled purges replace the minimum ventilation rate? It may be possible to maintain
average contaminant concentrations below the same limits that would result from a constant
ventilation rate by scheduling purges at appropriate times, such as prior to occupancy. Such a
strategy may save energy if the purges can be scheduled in the afternoon during heating season
and during the morning in the cooling season.

Other Considerations

The selection and design of a CO,-based DCV system cannot be viewed in isolation. The air
quality and energy performance of a DCV system will impact and be impacted by other building
and HVAC systems. While no comprehensive listing of potential interactions is available,
significant interactions can occur with economizers, displacement ventilation, and other
technologies.

Good practice

In buildings with an economizer cycle, the economizer should be allowed to override the DCV
system at times when the additional ventilation would provide ‘free’ cooling.

Consider installation of an outdoor CO; sensor if outdoor levels are expected to deviate
significantly (more than about 20 %) from 720 mg/m3 (400 ppm(v)). The outdoor CO,
concentrations can be assumed to be 720 mg/m’ (400 ppm(v)) for most applications, but urban
areas may have local effects resulting in higher levels. The higher outdoor level could result in
overventilation and it may be economical to install an additional sensor to control the difference
between indoor and outdoor concentration directly. Such an installation could also be required by
applicable standards or codes.

“Poor” practice

CO;-based DCV may not be appropriate in buildings in mild climates (little or no heating
demand and low humidity) unless an economizer is also used.

Remaining Issues/Questions

If a displacement ventilation system is used, where should the sensor be located and can the
setpoint be lowered?

43



VSAT - Ventilation Strategy
Assessment Tool

Submitted to

California Energy Commission

As Deliverables 3.1.2, 3.2.1, and 4.2.2

Prepared by

James E. Braun and Kevin Mercer
Purdue University

Revised August 2003



Table of Contents

SECTION 1: INTRODUCGCTION ......cuttiiiiiiiiieeeeieee et eetee e eeriaeeeeeeaeeeeeenaaeeeseeaaseesenanneeesanns 1
SECTION 2: BUILDING MODEL........cooiutiiieiiiiieeeeeeee ettt et eeeree e eeeave e eeeaaee e e 3
2.1 MOdEl DESCIIPUON. ......ceiieiuuirrrieeeeeeeeietiereeeeeeeeeeratrereeeeeeeeessaarreeeseeeeeenaasrereeeeeeseennrarreees 3
2.1.1 Exterior Walls and ROOLS ..........cooiiiiiiiiiiiie et e e 3
2.1.2 FLOOT SIADS ....evvviiieiiieie ettt e ettt e e et e e e eeaae e e e eeaaeeeeeesaaeeeeensaseeeeanes 7
2.1.3 INLEIIOT WALLS ..vvveeeiiiiiiiciieeeeee et e e e e e et ra e e e e e e e e eeeetabaaeeeeeeeeeeanes 7

2. 1.4 WINAOWS ..ottt eeeee e e e et e e e e e e e e eeaabareeeeeeseessasaaeeeeeeseesnnanes 8
2.1.5 INFIITALION ..uuvviviieeeeeeeeeecctiieeee e e eeeetr et ee e e e e eeettareeeeeeeeeeettrsareeeseeeeesesssseeeeaeeeeennnes 9
2.1.7 INtEINAL GAINS .uvvvveiieeiiiieiiieieeeeeeeeeeeiee et e e e eeeeerarr e eeeeeeseessssrreeeeseeeeesnsssreseseeeesennnnes 10

2. 1.8 ZONE LOAAS ....uvvvieieiee ettt et e e ee e e e e e e e b araaeaeeeeeanes 10
2.1.9 Solar Radiation PrOCESSING ........ccovvuvvrieiieeieiiiiiireeeeeeeeeeeieirreeeeeeeeeeesarreeeeeeeeeeenanes 11
2.2 Prototypical Building DESCIIPLIONS .....uvvveeeeeeeeeiiiriieeeeeeeeeeeitreeeeeeeeeeerireeeeeeeeeeesannneeees 11
2.3 MOdel VaAlIAATION ..eoeeeiieiiiiiiieiieee ettt eeetar e e e e e e s eeaaareeeeeeeeseennsannreess 20
2.3.1 TYPE 56 and VSAT Building Model ASSUMPLONS ....uuuueeniieeeeeeeeeeeeeeeeeenens 20
2.3.2 Case StudY DESCIIPUON ...uvvvveeeeeeieiiiieeieeeeeeeeeeiirrreeeeeeeeeesiarreeeeeeeeeeensasreeeeeesesennnnes 21
2.3.3 Results for Constant Temperature SEtPOINES.......uvveeeeeeeeeieiivrreeeeeeeeeeeiirreeeeeeeeeeeinns 22
2.3.4 Results for Night Setback/ Setup Control ........ccveveeiiiviieiiiieeeeeieeeeeeeireeeeee e 24
2.3.5 CONCIUSIONS ...uvvvreieieeeeeieiitrreeeeeeeeeeieittreeeeeeeeeeeeirrereeeeeeeeesearsreresaeeeeeessssaresaseeeennanes 26
SECTION 3: HEATING AND COOLING EQUIPMENT MODELS .....cccccoiviiiiieeeeniieenn. 27
3.1 Vapor Compression System Modeling ...........cocevuvviieieiiiiiiiiirieeeee e e 28
3.1.1 Mathematical DeSCIIPLION ....eeeeiviieiiiierieeeeeeeeeeiitrreeeeeeeeeeerarrreeeeeeeeeenaarreeeeeeeeeeenanes 28
3.1.2 Prototypical Rooftop Air Conditioner CharacteristiCs .......couvveereeeeeeevivrereeeeeeeennnnns 33
3.1.3 Heat Pump Heat Recovery Unit (Energy ReCYCler®) ... vmemmemmerereeereeeseeseenenn. 35
3.2 Primary HEALET ..u.uvveiiiiiieiiiiieeiie ettt ee et e e e e e et e e e e e s eeensaneeeeas 40
3.3 Enthalpy EXCRAn@ET ......ccccuvviviiiiiiieiiieeee ettt eeeaanreees 40
3.3.1 Mathematical DeSCIIPIION ....eeeeeeiieiiirieieeeeeeeeeeiirree e e eeeeeetrrreeeeeeeeeesaarreeeeeeeeeeenanes 40
3.3.2 Prototypical Exchanger DeSCIIPLIONS ........cceeeeiurrrreeeeeeeeeiiiiirreeeeeeeeeeeirreeeeeeeeeeenanns 43
SECTION 4: AIR DISTRIBUTION SYSTEM AND CONTROLS ........ccovvviiiiiieeeeeeineene. 45
4.1 Ventilation FLOW.........eoiiiiiiiiiiiiiiieee ettt e e e eeectaare e e e e e eeeeeaarsaneeeeeeeeennes 45
4.1.1 FiXed VENtIatiOn......cccciiiiiiiiiieieeieeieiieiiieeeeee e eeeeitieree e e e e e eeeeaaaveeeeeeeeseenssaaneeeeeeeeas 45
4.1.2 Demand-Controlled Ventilation..........cccovveeeeeeeiiiiiiiiiieeeeee e eeeeeeiirreee e 46
4.1.3 ECONOIMUZET ....vvvvvveiieeeeeeeetieeeeeeeeeeeeeatee e e e e eeeeesesaaareeeseeeeesnsastraeeeeeeseeensssrareeeeeeeeas 46
4.1.4 Night Ventilation PreCOOLNE .........cooviiiiiiiiieeieieccciiieeeee et 47
4.2 MiXed Al CONAILIONS ..cceeiieuriiiriiieeeeieieiieeeeeeeeeeeeertrreeeeeeeeeessarereeeseseeesssssrreeeseeeessnnines 48
4.3 Equipment Heating REQUITEINENLS .......ccvvvvreeeeeeeeiiiiirieeeeeeeeeeiiiirrreeeeeeeeeseinnrreeeeeeeeesnsnns 49
4.3.1 Heat Pump Heat ReCOVEIY UNIt......cooovuvveeiiiiiiiiiiiieieeeeeeeeeeeieeeee e eeeeiareee e 49
4.3.2 Primary HEAtEI ......veveeeiiiiiiiiiieieee ettt eeeetaaee e e e e e e eesatanaeeeeaeeens 49
4.4 Equipment Cooling REQUITEIMEINLS ......cccovvvvreiieeeeiiiiirrereeeeeeeeeiiirereeeeeeeeeinanrreeeeeeeessennnns 50
4.4.1 Heat Pump Heat RecOVEry Unif.......cccciuriiieeeieiiiiiiiiieeeee et eeeiirreee e 50
4.4.2 Primary Al CONAILIONET........uuvvviiieiiiieiiiieeeeeeeeeeeiiiirreeeeeeeeeeesnrreeeeeeeeeeesssrreeeeeeeeens 50
4.5 Supply, Ventilation, and EXhaust Fans .............ccooevvviiiiieiiiiiiiiiiiieeee e, 51

4.6 Zone Controls — Call for HEating O COOLNE ... .cceeeeeieeeeeee et eeeeeeeeeeeeeeeeeeeeees 52




SECTION 5: WEATHER DATA, SIZING, AND COSTS .....coootieeeeieeeeeeeee e 53
5.1 WEAtNET DAA.....uvveeeiiiiiiiiiieieeiee e e ee et e e e e e e ee e e e e e e e s eenaaaereeas 53
5.2 EQUIPIMENE SIZIMG ...cciiiiiiiiiiiiieeeeeeeeieiiireeeeeeeeeeeeettrreeeeeeeeeeetrreeeeeeeeeeesensrarereseeeeesenssnrees 54
5.3 0SS uuureiiieeeeeeetteet et e e e e eeee et e e e et e e e e e e e e e e ————taeeeeaan—————taaeeeeaa i ————aaaeeeeeanaaaraes 54

SECTION 6: SAMPLE RESULTS AND COMPARISONS WITH ENERGY-10................ 57
6.1 SAMPIE RESUILS ..vvvvveiiieiieiiiiieeeee ettt e e e ee et e e e e e e e eeaabaeeeeeeeseensannreees 57
6.2 Comparisons With ENergy-10.........ccccouvriiiiiiiiiiiiiiiieee ettt 59

SECTION 7: REFERENCES




SECTION 1: INTRODUCTION

This report describes a simulation tool (VSAT — Ventilation Strategy Assessment Tool)
that estimates cost savings associated with different ventilation strategies for small
commercial buildings. A set of prototypical buildings and equipment is part of the model.
The tool is not meant for design or retrofit analysis of a specific building. It does provide a
quick assessment of alternative ventilation technologies for common building types and
specific locations with minimal input requirements.

Figure 1 shows a schematic of a small commercial building and HVAC system. The
buildings currently considered within VSAT include a small office building, a sit-down
restaurant, a retail store, a school class wing, a school auditorium, a school gymnasium, and a
school library. All of these buildings are considered to be single zone with a slab on grade (no
basement or crawl space). VSAT considers only packaged HVAC equipment, such as rooftop
air conditioners with integrated cooling equipment, heating equipment, supply fan, and
ventilation. Modifications to the ventilation system are the focus of the tool’s evaluation. A
basic ventilation system (shown within the box of Figure 1) consists of ambient supply,
exhaust, and return ducts and dampers. The different ventilation strategies that are considered
by VSAT are: 1) fixed ventilation rates with no economizer, 2) fixed ventilation rates with a
differential enthalpy economizer, 3) demand-controlled ventilation with an economizer, 4)
fixed ventilation rates with heat recovery using an enthalpy exchanger, 5) fixed ventilation
rates with heat recovery using a heat pump, 6) night ventilation precooling, 7) night
ventilation precooling with an economizer, and 8) night ventilation precooling with demand-
control ventilation and an economizer. Details about these strategies are given in later
sections.
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Figure 1. Schematic of a Small Commercial Building and HVAC System

VSAT is derived from a simulation tool that was developed by Braun and Brandemuehl
(2002) called the Savings Estimator. It performs calculations for each hour of the year using
fairly detailed models and TMY2 or California Climate Zone weather data. The goal in
developing VSAT was to have a fast, robust simulation tool for comparison of ventilation
options that could consider large parametric studies involving different systems and locations.
Existing commercial simulation tools do not consider all of the ventilation options of interest



for this project.

Figure 2 shows an approximate flow diagram for the modeling approach used within
VSAT. Given a physical building description, an occupancy schedule, and thermostat control
strategy, the building model provides hourly estimates of the sensible cooling and heating
requirements needed to keep the zone temperatures at cooling and heating setpoints. It
involves calculation of transient heat transfer from the building structure and internal sources
(e.g., lights, people, and equipment). The air distribution model solves energy and mass
balances for the zone and air distribution system and determines mixed air conditions supplied
to the equipment. The mixed air condition supplied to the primary HVAC equipment depends
upon the ventilation strategy employed. The zone temperatures are outputs from the building
model, whereas the zone and return air humidities and CO, concentrations are calculated by
the air distribution model. The equipment model uses entering conditions and the sensible
cooling requirement to determine the average supply air conditions. The entering and exit air
conditions for the air distribution and equipment models are determined iteratively at each
timestep of the simulation using a non-linear equation solver. Details of each of the
component models are described in later sections.

Ambient
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l Conditions
T Supply Air
H Building Model | ' |
hormal Gains Equipment Model EBirsy
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Strategy Moisture and Conditions Cost
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Information
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Figure 2. Schematic of VSAT Modeling Approach



SECTION 2: BUILDING MODEL

The space loads are based on the building physical characteristics, operating schedule,
occupancy patterns, and space setpoints. The total sensible loads are calculated from an
energy balance on the zone air for a given temperature setpoint with individual heat gains
from walls, roof, floor, windows, internal gains, and infiltration. The following sections
describe individual models for each of these elements and the overall strategy for estimating
sensible cooling and heating requirements for the building.

2.1 Model Description

2.1.1 Exterior Walls and Roofs

Figure 3 shows the heat transfer rates and nomenclature associated with an external wall or
roof (jth wall). One-dimensional heat transfer is assumed. The symbols Q and T denote heat
transfer rates and temperatures, respectively. The subscripts i and o refer to conditions at the
inside and outside of the wall, respectively. The subscript c refers to convection, whereas r
denotes radiation. The subscript s refers to conduction within the wall at the surface (inside or
outside).

wall j
r,o,j Qr,i,j
outside  Q.,; L = L5 ; inside
o i
TO 5,0,] 7‘1

Figure 3. Heat transfer rates for an external wall

Radiation at the outside of the wall is due to solar (short-wave radiation) and long-wave
radiation exchange with the sky and other surfaces. Long-wave radiation is assumed to occur
between the wall surface and other surfaces that are at the ambient temperature (7).
Furthermore, the radiation is linearized so that a radiation heat transfer coefficient is
determined at a representative mean temperature. The long-wave radiation is combined with
the convection using a combined convection and long-wave radiation heat transfer coefficient.
With these assumptions, the effective outside convection (convection and long-wave
radiation) and radiation (short-wave only) for wall j are calculated as

Q.,; =hA T, -T,

s,o,j)

2.1



Q,,,=0,Al,,; (2.2)

where h, is the outside heat transfer coefficient (convection and long-wave radiation), A is
wall surface area, @, is the absorptance for solar radiation of the outside surface, I, is the
instantaneous radiation incident upon the outside surface. The outside heat transfer
coefficient and absorptance are assumed to be constant, independent of operating conditions
(e.g., wind speed).

The conduction at the outside surface of the wall is equal to the sum of the convective and
radiative gains. In order to simplify the transient heat transfer calculations, an equivalent
outside air temperature is defined that would give the correct heat transfer rate in the absence
of the solar radiation gains. This is commonly referred to as the sol-air temperature and is
calculated as

I
T, =T +—2L (2.3)

eq,0,j 4 h

With this definition, the conduction heat transfer rate at the outside surface is

Q,,;=hAT

eq,0,j

-T

co.i) 2.4)

A similar approach is followed for the inside surface: long-wave radiation is assumed to
occur between each wall surface and other wall surfaces that are at the inside air temperature
(T7); long-wave radiation exchange with other surfaces is linearized so that a radiation heat
transfer coefficient is determined at a representative mean temperature; long-wave radiation is
combined with convection using a combined convection and long-wave radiation heat transfer
coefficient; an equivalent inside air temperature is defined that would give the correct heat
transfer rate in the absence of the internal radiation gains (from solar through windows and
internal sources). With these assumptions, the conduction heat transfer rate at the inside wall
surface 1s

Qx,i,j = hiAj (Teq,i,j _Ts,i,j) (2.5)
where
q.g,r
Teq,i,j :7; + h (26)

i

and where #4; is the inside heat transfer coefficient (convection and long-wave radiation) and
q,, s the absorbed radiation flux due to internal sources and solar radiation transmitted
through windows.

The transient heat transfer problem for a wall can be represented using an electrical analog.

Figure 4 shows a simple two-node representation (two state variables) for a wall subjected to
time-varying temperature boundary conditions. Outside and inside radiation gains are handled
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with an equivalent air temperature. In this representation, R represents a thermal resistance
and C is a thermal capacitance. The total thermal resistance (R; + Ry + R3) includes the
thermal resistance between the outside air and the wall (combined convection and long-wave
radiation), the conduction resistance within the wall and the thermal convection resistance
between the wall and the building interior. The capacitors incorporate the total capacitance of
the wall material. For this simple representation, the physical location of the nodes has a
significant effect on the model predictions. Chaturvedi and Braun (2002) found that 2 or 3
nodes were sufficient to provide accurate transient predictions if the location of the nodes
were optimized. For best results, the outside and inside resistances should include the air
resistance and a portion of the material within the wall.

Figure 4. Thermal network representation of an external wall

The electrical circuit can easily be represented in state-space form as

= = AX+Bii (2.7)
dt
y=c¢"x+d"i (2.8)
where X = vector of state variables

u = vector of inputs

y = output variable

A = constant coefficient matrix

B = constant coefficient matrix

¢ = constant coefficient vector

d = constant coefficient vector

T = time

For a wall, the desired output variable is the rate of conduction heat transfer at the inside
surface (Q, ;). The state vector contains temperatures of “nodes” within the structure of the

wall, the input vector consists of the equivalent inside and outside air temperatures (7, ; and
T,,,), and coefficient matrices and vectors contain the physical characteristics of the wall (i.e.,

the R’s and C’s).

The state-space formulation could be solved at each timestep of a simulation. However,
the computation can be significantly reduced if the state-space formulation is converted to a
transfer function representation. Seem et al. (1989) presented a technique for determining an



equivalent transfer function representation from the state-space representation that involves
the exact solution to the set of first-order differential equations with the inputs modeled as
continuous, piecewise linear functions. This approach is used within VSAT for a one-hour
timestep to determine a transfer function equation at the beginning of the simulation. After
the transfer function has been developed, then the solution for the output at any time t is of the
form

y(O)= 8] il . = e, ¥t — kAT) (2.9)

where N = number of state variables

S, = vector containing transfer function coefficients for the input vector k
timesteps prior to the current time t
transfer function coefficient for the zone sensible load for k timesteps
prior to the current time t
time step (one hour for VSAT)

Cr =

AT

At the beginning of the simulation, the vectors S i for k = 0 to N are determined as

§ R T, +d
S =ék, @O, -1)+RL,|+ed for1<j<(N,, -1) (2.10)
5 Nowe ¢ R\Nmm—l (Fl - Fz )+ eN.. C_j
where

r=A'(e-i)p
. } @.11)

T, = A{—l— B
AT

where I is the identity matrix, At is the simulation time step (one hour for this study), and

A2 2 43 3 An n (2.12)
A’(ar) A (A7) o AATS (A7) .
2! 3! n!

T

Seem et al. (1989) presented an efficient algorithm for evaluating e’ in equation 2.12
that is used within VSAT. The matrices R ; used in the determination of S, and the ¢

transfer function coefficients are determined recursively as



I%0=IA el=—Tr(q1)I§0)

R =R, +e i ¢, ——T’”(i”%l)

R, = O +ei ¢, ——Tr(f’%) (2.13)
N A Tr (q) ANS,M—l)

RN-: el - ¢RN.rmre_2 + eN.mne_II eN.mne - N

where Tr() is the trace of the matrix (the sum of the diagonal elements).
The transfer function representation gives the wall conduction at the inside surface for any
wall j. The heat transfer to the inside air due to wall j is then

0.,=0,,+Aq,, (2.14)

2.1.2 Floor Slabs

Slab on grade floors are modeled using a similar formulation as for exterior walls.
However, the exterior of the floor is exposed to the ground so that there is no convection,
solar radiation, or long-wave radiation. Furthermore, the predominant mechanism for heat
loss or gain is heat transfer at the perimeter of the slab. The transfer function of equation 2.9
1s used to determine the conduction heat transfer at the inside surface for floors. However, the
bottom side of the floor is assumed to be adiabatic (infinite resistance for heat transfer
between the outside floor surface and the ground). The primary mode for heat transfer to and
from the ambient is through the perimeter of the slab. Perimeter heat transfer is assumed to be
quasi-steady state from the ambient to the inside air across a resistance that is based upon the
slab perimeter heat loss factor (ASHRAE, 2001). The combined heat transfer to the inside air
from the floor is then

0,=0,,+Ag,, +F, - P-(T,-T) (2.15)
where F), is the slab perimeter heat loss factor and P is the perimeter of the slab.

2.1.3 Interior Walls

An interior wall differs from an exterior wall in that the inside boundary conditions are
experienced on both sides of the wall. The transfer function of equation 2.9 is used to
determine the conduction heat transfer at the inside surfaces for interior walls with both
boundary conditions given by equation 2.6. Interior walls are assumed to be symmetric with
identical boundary conditions, so that the total heat transfer to the air from both surfaces is

0,=2-(0,, +44,,) (2.16)



where A is the surface area for one face and Q. is the conduction heat transfer rate for one

surface of the wall.

Interior walls/furnishings are represented with a single node (capacitance) having a total
surface area equal to twice the total floor area, a mass of 25 lbm/ft*, and an average specific
heat of 0.2 Btu/Ibm-F.

2.1.4 Windows

Figure 5 shows the relevant heat transfer rates for the k™ window. Windows are considered
as quasi-steady-state elements that provide heat gains due to both solar transmission and
conduction. Similar to walls, long-wave radiation is combined with convection using
combined heat transfer coefficients at the inside and outside surfaces. Solar radiation passing
through the window is partially absorbed and mostly transmitted. The overall absorptance and
transmittance for solar radiation of the window are «zand 7, respectively.

window k
Ak Io,k

™~

i \TkAho,k

outside O, —» w0, inside

T, T,

l

) e rk

Figure 5. Heat transfer rates for a window

Assuming that the absorption of solar radiation occurs at the outside surface and absorption
of internal radiative gains occurs at the inside surface, then the heat transfer rate by
conduction through the glass is

Qs,i,k =U, AT, T,

eq,0.k - eq,o,k)

(2.17)

where U is the overall unit conductance for the window. The equivalent inside and outside air
temperatures (7,,;and 7, ,) are evaluated using equations 2.3 and 2.6, respectively. Then,

the total heat gains through the window are

Q-win,k = Uk Ak (T

eq,0,k -

Teq,i.k)+Tk 'Ak 'Io,k +Ak 'qg,;-,k (2.13)



It is more common to have data for window shading coefficients than for window
transmittances. The shading coefficient accounts for both solar transmission and solar
absorption. In this formulation, the total heat gain to the air due to the window is given as

me,k = UkAk (T, _Tq,i,k)+SHGCk 'Ak 'Io,k + Ak 'qg,r,k (2.19)

where SHGC is the solar heat gain coefficient defined as

SHGC = T+% (2.20)

4

where h, is the outside heat transfer coefficient (combined convection and long-wave
radiation). Equations 2.18 and 2.19 are equivalent.
The shading coefficient is defined as

¢ SHGC 221)
SHGC,,

where SHGC,, 1s the solar heat gain coefficient for a single pane of double strength glass,
which has a value of 0.87. In general, the shading coefficient can account for multiple
glazings, different types of glazing materials, and indoor shading devices.

Using the definition of shading coefficient, equation 2.19 can be rewritten as

Qwin,k = Uk Ak (To - T

i) TSC-SHGC, A -1, + A -q,,, (2.22)

The concept of a shading coefficient was developed for building models where the heat
gains due to solar radiation are added directly to the air. In reality, solar transmission through
windows leads to solar absorptance on other interior surfaces, whereas solar absorption in
windows leads to increased convection to the air by the window. Although it is not strictly
correct, VSAT uses the total solar gains determined with a shading coefficient and distributes
them to other internal surfaces. With this approach, the window solar transmission and
convection to the air are determined as

Qr,k = SC'SHGC;-ef Ay 'Io,k (2.23)

0., =U,A(T, _Teq,i,k)+ A, 'qg,;-,k (2.24)

VSAT assumes constant values for the shading coefficient and overall window unit
conductance. Solar transmission through windows is distributed solely to the floor with a
uniform heat flux.

2.1.5 Infiltration
Infiltration is a relatively small effect for commercial buildings and is modeled with a
constant flow rate that is based upon a specified volumetric flow rate per unit floor area. The
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default value is 0.05 cfm/ft>, but can be changed. For a building with 10-foot ceiling height,
this infiltration rate corresponds to 0.3 air changes per hour.
The sensible and latent heat gains due to infiltration are determined as

Qunes =113y C,, (T, =T)) (2.25)

Qinf,L = Mg hfg (0, —w,) (2.26)

where C,, is the moist air specific heat, &y, is the heat of vaporization of water, @), is the
humidity ratio of the outside air, and @ is the humidity ratio of the inside air.

2.1.7 Internal Gains

Internal gains due to lights, equipment, and people vary according to an occupancy
schedule that is specified. The specific values of the heat gains and the proportion of gains
from people that influence latent loads vary according to building type (see Prototypical
Building Descriptions). For people and lights, 50% of the heat gains are assumed to be
radiative and 50% convective. All the gains from equipment (e.g, computers) are assumed to
be convective. The radiative internal gains are distributed with an even heat flux to all
internal surfaces (including windows).

2.1.8 Zone Loads
At any time, the sensible cooling (+) or heating (-) required to keep the zone temperature at
a specified setpoint is determined as

walls windows

Qz = zQi,j + zQi,k + Qg,c + Q.x,inf (2.27)
= k=1

where O .. 1s the total convective heat gain due to lights, people, and equipment.

Separate temperature setpoints are specified for heating and cooling and the temperature
can float in between with no required cooling or heating. In order to evaluate whether heating
or cooling is required for a given time step, it is necessary to determine the zone temperature
where the sensible cooling requirement for the equipment is equal to zero. In the absence of
ventilation (unoccupied mode) then equation 2.27 would be solved inversely for the floating

inside air temperature with Q'Z set equal to zero. If the calculated zone temperature is less

than the heating setpoint, then heating is required and equation 2.27 is evaluated using the
heating setpoint. If the calculated zone temperature is greater than the cooling setpoint, then
cooling is required and equation 2.27 is evaluated using the cooling setpoint. If the calculated
temperature is between the setpoints, then the zone temperature is floating and the zone
sensible cooling and heating requirement are zero. The case where the fans operate
continuously with a ventilation load (unoccupied mode) is considered in section 4.

When there is a sensible cooling requirement, then the cooling equipment also provides
latent cooling and it is necessary to know the latent loads for the zone. In this case, the zone
latent gains are the sum of the latent gains due to people and due to infiltration.
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2.1.9 Solar Radiation Processing

The weather data files used by VSAT contain hourly values of global horizontal radiation
and direct normal radiation. The horizontal radiation is used for the roof, but it is necessary to
calculate incident radiation on vertical surfaces for external walls. The total incident radiation
for vertical surfaces is determined as

I, =1,,sin(8,) -cos(y, —7) +170+ Py (2.28)

where IpN is beam radiation that is measured normal to the line of sight to the sun, . is the
zenith angle, ¥ is the solar azimuth angle, ¥ is the surface azimuth angle, Ip is sky diffuse
radiation, p, is ground reflectance, and /Iy is total radiation incident upon a horizontal surface.
Zenith is the angle between the vertical and the line of site to the sun. Solar azimuth is the
angle between the local meridian and the projection of the line of sight to the sun onto the
horizontal plane. Zero solar azimuth is facing the equator, west is positive, while east is
negative. The zenith and solar azimuth angle are calculated using relationships given in
Duffie and Beckman (1980). The surface azimuth is the angle between the local meridian
and the projection of the normal to the surface onto the horizontal plane (O for south facing, -
90 for east facing +90 for west facing, and +180 for north facing). The ground reflectance is
assumed to have a constant value of 0.2, which is representative of summer conditions. The
sky diffuse radiation is calculated from the

I,=1, -1, cos@,) (2.29)

2.2 Prototypical Building Descriptions

Seven different types of buildings are considered in VSAT: small office, school class wing,
retail store, restaurant dining area, school gymnasium, school library, and school auditorium.
Descriptions for these buildings were obtained from prototypical building descriptions of
commercial building prototypes developed by Lawrence Berkeley National Laboratory
(Huang, et al. 1990 & Huang, et al. 1995). These reports served as the primary sources for
prototypical building data. However, additional information was obtained from DOE-2 input
files used by the researchers for their studies.

Tables 1 - 7 contain information on the geometry, construction materials, and internal gains
used in modeling the different buildings. Although not given in these tables, the walls, roofs
and floors include inside air and outside air thermal resistances. The window R-value
includes the effects of the window construction and inside and outside air resistances. Table 8
lists the properties of all construction materials and the air resistances. The geometry of each
of the buildings is assumed to be rectangular with four sides and is specified with the
following parameters: 1) floor area, 2) number of stories, 3) aspect ratio, 4) ratio of exterior
perimeter to total perimeter, 5) wall height and 6) ratio of glass area to wall area. The aspect
ratio is the ratio of the width to the length of the building. However, exterior perimeter and
glass areas are assumed to be equally distributed on all sides of the building, giving equal
exposure of exterior walls and windows to incident solar radiation. The four exterior walls
face north, south, east, and west.

The user can specify occupancy schedules, but default values are based upon the original
LBNL study. In the LBNL study, the occupancy was scaled relative to a daily average
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maximum occupancy density (people per 1000 ft*). In VSAT, the user can specify a peak
design occupancy density (people per 1000 ft) that is used for determining fixed ventilation
requirements (no DCV). This same design occupancy density is used as the scaling factor for
the hourly occupancy schedules. As a result, the original LBNL occupancy schedules were
rescaled using the default peak design occupancy densities.

The heat gains and CO, generation per person depend upon the type of building (and
associated activity). Design internal gains for lights and equipment also depend upon the
building and are scaled according to specified average daily minimum and maximum gain
fractions. For all of the buildings, the lights and equipment are at their average maximum
values whenever the building is occupied and are at their average minimum values at all other
times.

Zone thermostat setpoints can be set for both occupied and unoccupied periods. The
default occupied setpoints for cooling and heating are 75°F and 70°F, respectively. The
default unoccupied setpoints for cooling (setup) and heating (setback) are 85°F and 60°F,
respectively. The lights are assumed to come on one hour before people arrive and stay on
one hour after they leave. The occupied and unoccupied setpoints follow this same schedule.
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Table 1. Office Building Characteristics

Windows

R-value, hr-ft’-F/Btu 1.58
Shading Coefficient 0.75
Area ratio (window/wall) 0.15
Exterior Wall Construction

Layers 17 stone

R-5.6 insulation
R-0.89 airspace

5/8” gypsum

Roof Construction

Layers Built-up roof (3/8”)
4” lightweight concrete
R-12.6 insulation
R-0.92 airspace
12” acoustic tile

Floor

Layers 6 heavyweight concrete
Carpet and pad

Slab perimeter loss factor, Btu/h-ft-F 0.5

General

Floor area, ft” 6600

Wall height, ft 11

Internal mass, 1b/ft” 25

Number of stories 1

Aspect Ratio 0.67

Ratio of exterior perimeter to floor perimeter | 1.0

Design equipment gains, W/ft’ 0.5

Design light gains, W/ft" 1.7

Ave. daily min. lights/equip. gain fraction 0.2

Ave. daily max. lights/equip. gain fraction 0.9

Sensible people gains, Btu/hr-person 250

Latent people gains, Btu/hr-person 250

CO, people generation, L/min-person 0.33

Design occupancy for vent., people/1000 ft* 7

Design ventilation, cfm/person 20

Average weekday peak occucpancy, ft’/person | 470

Default average weekday occupancy schedule | Hours Values

* Values given relative to average peak 1-7 0.0
8 0.33
9 0.66
10-16 1.0
17 0.5
18-24 0.0

Default average weekend occupancy schedule | Hours Values

* Values given relative to average peak 1-8 0.0
9 0.15
10-12 0.2
12-13 0.15
13-24 0.0

Monthly occupancy scaling Month Value

* relative to daily occupancy schedule 1-12 1.0
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Table 2. Restaurant Dining Area Characteristics

Windows

R-value, hr-ft’-F/Btu 1.53
Shading Coefficient 0.8
Area ratio (window/wall) 0.15

Exterior Wall Construction

Layers

3” face brick
12” plywood
R-4.9 insulation
5/8” gypsum

Roof Construction

Layers Built-up roof (3/8”)
% plywood
R-13.2 insulation
R-0.92 airspace
12” acoustic tile

Floor

Layers 4 heavyweight concrete
Carpet and pad

Slab perimeter loss factor, Btu/h-ft-F 0.5

General

Floor area, ft” 5250

Wall height, ft 10

Internal mass, 1b/ft” 25

Number of stories 1

Aspect Ratio 1.0

Ratio of exterior perimeter to floor perimeter | 0.75

Design equipment gains, W/ft’ 0.0

Design light gains, W/ft" 2.0

Ave. daily min. lights/equip. gain fraction 0.2

Ave. daily max. lights/equip. gain fraction 1.0

Sensible people gains, Btu/hr-person 250

Latent people gains, Btu/hr-person 275

CO, people generation, L/min-person 0.35

Design occupancy for vent., people/1000 ft* 30

Design ventilation, cfm/person 20

Average weekday peak occucpancy, ft’/person | 50

Default average weekday occupancy schedule | Hours | Values

* Values given relative to average peak 1-6 0.0
7-12 0.2,0.3,0.1,0.05,0.2,0.5

13-24 | 0.5,0.4,0.2,0.05,0.1,0.4,
0.6,0.5,0.4,0.2,0.1,0.0
Default average weekend occupancy schedule | Hours | Values
* Values given relative to average peak 1-6 0.0
7-12 0.3,0.4,0.5,0.2,0.2,0.3
13-24 ] 0.5,0.5,0.5,0.35,0.25,
0.5,0.8,0.8,0.7,0.4,0.2,
0.0
Monthly occupancy scaling Month | Value
* relative to daily occupancy schedule 1-5 1.0
6-8 0.5
9-12 1.0
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Table 3. Retail Store Characteristics

Windows

R-value, hr-ft’-F/Btu 1.5
Shading Coefficient 0.76
Area ratio (window/wall) 0.15

Exterior Wall Construction

Layers

8” lightweight concrete
R-4.8 insulation
R-0.89 airspace

5/8” gypsum

Roof Construction

Layers Built-up roof (3/8”)
1.25” lightweight concrete
R-12 insulation
R-0.92 airspace
12” acoustic tile

Floor

Layers 4” lightweight concrete
Carpet and pad

Slab perimeter loss factor, Btu/h-ft-F 0.5

General

Floor area, ft? 80,000

Wall height, ft 15

Internal mass, 1b/ft” 25

Number of stories 2

Aspect Ratio 0.5

Ratio of exterior perimeter to floor perimeter | 1.0

Design equipment gains, W/ft’ 0.4

Design light gains, W/ft" 1.6

Ave. daily min. lights/equip. gain fraction 0.2

Ave. daily max. lights/equip. gain fraction 0.9

Sensible people gains, Btu/hr-person 250

Latent people gains, Btu/hr-person 250

CO, people generation, L/min-person 0.33

Design occupancy for vent., people/1000 ft* 25

Design ventilation, cfm/person 15

Average weekday peak occucpancy, ft’/person | 390

Default average weekday occupancy schedule | Hours Values

* Values given relative to average peak 1-7 0.0
8 0.33
9 0.66
10-20 1.0
21 0.5
22-24 0.0

Default average weekend occupancy schedule | Hours Values

* Values given relative to average peak 1-7 0.0
8 0.33
9 0.66
10-20 1.0
21 0.5
22-24 0.0

Monthly occupancy scaling Month Value

* relative to daily occupancy schedule 1-12 1.0
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Table 4. School Class Wing Characteristics

Windows

R-value, hr-ft’-F/Btu 1.7
Shading Coefficient 0.73
Area ratio (window/wall) 0.18

Exterior Wall Construction

Layers

8 concrete block
R-5.7 insulation
5/8” gypsum

Roof Construction

Layers Built-up roof (3/8”)
%> plywood
R-13.3 insulation
R-0.92 airspace
142” acoustic tile

Floor

Layers 6” heavyweight concrete

Slab perimeter loss factor, Btu/h-ft-F 0.5

General

Floor area, ft* 9600

Internal mass, 1b/ft* 25

Wall height, ft 10

Number of stories 2

Aspect Ratio 0.5

Ratio of exterior perimeter to floor perimeter | 0.875

Design equipment gains, W/ft’ 0.3

Design light gains, W/ft" 2.2

Ave. daily min. lights/equip. gain fraction 0.1

Ave. daily max. lights/equip. gain fraction 0.95

Sensible people gains, Btu/hr-person 250

Latent people gains, Btu/hr-person 200

CO, people generation, L/min-person 0.3

Design occupancy for vent., people/1000 ft° 25

Design ventilation, cfm/person 15

Average weekday peak occucpancy, ft“/person | 50

Default average weekday occupancy schedule | Hours | Values

* Values given relative to average peak 1-6 0.0
7 0.1
8-11 0.9
12-15 | 0.8
16 0.45
17 0.15
18 0.05
19-21 | 0.33
22-24 1 0.0

Default average weekend occupancy schedule | Hours | Value

* Values given relative to average peak 1-9 0.0
10-13 | 0.1
14-24 | 0.0

Monthly occupancy scaling Month | Value

* relative to daily occupancy schedule 1-5 1.0
6-8 0.5
9-12 1.0
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Table 5. School Gymnasium Characteristics

Windows

R-value, hr-ft’-F/Btu 1.7

Shading Coefficient 0.73

Area ratio (window/wall) 0.18

Exterior Wall Construction

Layers 8” concrete block
R-5.7 insulation
5/8” gypsum

Roof Construction

Layers Built-up roof (3/8”)
%" plywood
R-13.3 insulation
R-0.92 airspace

1% acoustic tile

Floor

Layers 6” heavyweight concrete
Slab perimeter loss factor, Btu/h-ft-F 0.5
General

Floor area, ft* 7500
Internal mass, 1b/ft* 25
Wall height, ft 32
Number of stories 1
Aspect Ratio 0.86
Ratio of exterior perimeter to floor perimeter | 0.86
Design equipment gains, W/ft’ 0.2
Design light gains, W/ft" 0.65
Ave. daily min. lights/equip. gain fraction 0.0
Ave. daily max. lights/equip. gain fraction 0.9
Sensible people gains, Btu/hr-person 250
Latent people gains, Btu/hr-person 550
CO, people generation, L/min-person 0.55
Design occupancy for vent., people/1000 ft° 30
Design ventilation, cfm/person 20

Average weekday peak occucpancy, ft“/person | 180

Default average weekday occupancy schedule | Hours | Value
* Values given relative to average peak 1-7 0.0
8-15 1.0
16-24 | 0.0
Default average weekend occupancy schedule | Hours | Value
* Values given relative to average peak 1-24 0.0
Monthly occupancy scaling Month | Value
* relative to daily occupancy schedule 1-5 1.0
6-8 0.1
9-12 1.0
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Table 6. School Library Characteristics

Windows

R-value, hr-ft’-F/Btu 1.7
Shading Coefficient 0.73
Area ratio (window/wall) 0.18

Exterior Wall Construction

Layers

8 concrete block
R-5.7 insulation
5/8” gypsum

Roof Construction

Layers Built-up roof (3/8”)
%" plywood
R-13.3 insulation
R-0.92 airspace
12” acoustic tile
Floor
Layers 6” heavyweight concrete

Slab perimeter loss factor, Btu/h-ft-F

0.5

General

Floor area, ft* 1500

Internal mass, 1b/ft* 25

Wall height, ft 10

Number of stories 1

Aspect Ratio 0.2

Ratio of exterior perimeter to floor perimeter | 0.75

Design equipment gains, W/ft’ 0.4

Design light gains, W/ft" 1.5

Ave. daily min. lights/equip. gain fraction 0.1

Ave. daily max. lights/equip. gain fraction 0.95

Sensible people gains, Btu/hr-person 250

Latent people gains, Btu/hr-person 250

CO, people generation, L/min-person 0.33

Design occupancy for vent., people/1000 ft° 20

Design ventilation, cfm/person 15

Average weekday peak occucpancy, ft/person | 100

Default average weekday occupancy schedule | Hours | Value

* Values given relative to average peak 1-6 0.0
7 0.1
8-11 0.9
12-15 | 0.8
16 0.45
17 0.15
18 0.05
19-21 | 0.33
22-24 1 0.0

Default average weekend occupancy schedule | Hours | Value

* Values given relative to average peak 1-9 0.0
10-13 | 0.1
14-24 1 0.0

Monthly occupancy scaling Month | Value

* relative to daily occupancy schedule 1-5 1.0
6-8 0.5
9-12 1.0

18




Table 7. School Auditorium Characteristics

Windows

R-value, hr-ft’-F/Btu 1.7
Shading Coefficient 0.73
Area ratio (window/wall) 0.18

Exterior Wall Construction

Layers

8 concrete block
R-5.7 insulation
5/8” gypsum

Roof Construction

Layers Built-up roof (3/8”)
%" plywood
R-13.3 insulation
R-0.92 airspace
12” acoustic tile
Floor
Layers 6” heavyweight concrete

Slab perimeter loss factor, Btu/h-ft-F

0.5

General

Floor area, ft* 6000

Internal mass, 1b/ft* 25

Wall height, ft 32

Number of stories 1

Aspect Ratio 0.64

Ratio of exterior perimeter to floor perimeter | 0.85

Design equipment gains, W/ft’ 0.2

Design light gains, W/ft" 0.8

Ave. daily min. lights/equip. gain fraction 0.0

Ave. daily max. lights/equip. gain fraction 0.9

Sensible people gains, Btu/hr-person 250

Latent people gains, Btu/hr-person 200

CO, people generation, L/min-person 0.3

Design occupancy for vent., people/1000 ft° 150

Design ventilation, cfm/person 15

Average weekday peak occucpancy, ft/person | 100

Default average weekday occupancy schedule | Hours | Values

* Values given relative to average peak 1-9 0.0
10-11 | 0.75
12 0.2
13-14 | 0.75
15-24 1 0.0

Default average weekend occupancy schedule | Hours | Value

* Values given relative to average peak 1-24 0.0

Monthly occupancy scaling Month | Value

* relative to daily occupancy schedule 1-5 1.0
6-8 0.1
9-12 1.0

19




Table 8. Construction Material Properties

Conductivity Density Specific Heat
(Btu/h*ft*F) (Ib/ft) (Btu/Ib*F)
stone 1.0416 140 0.20
light concrete 0.2083 80 0.20
heavy concrete 1.0417 140 0.20
built-up roof 0.0939 70 0.35
face brick 0.7576 130 0.22
acoustic tile 0.033 18 0.32
gypsum 0.0926 50 0.20
Resistance
(h*ft*F/Btu)
3/4" plywood 0.93703
1/2" plywood 0.62469
carpet and pad 2.08
inside air 0.67
outside air 0.33

2.3 Model Validation

The prototypical buildings were chosen to give representative building loads in order to
determine if particular building types will benefit more or less from the ventilation strategies
under examination. Absolute model predictions are not the goal but rather the impact of
ventilation strategies on savings compared to a baseline. Even so, it is very important that the
building load predictions have representative dynamics and absolute load levels. In order to
validate predictions of VSAT, results have been compared with predictions of the TYPE 56
building model within TRNSYS (2000). This model has been validated with detailed
measurements and through comparison with other accepted building load calculation
programs.

The TYPE 56 is a very detailed model that is built up from individual descriptions of wall
layers, windows, internal gains, schedules, etc. The user enters all pertinent information into a
“front-end” program called PRE-BID. This program assimilates all the information into four
different files that are used by the TYPE 56 component for generating the specific building
loads and ultimately the total building load.

Two building prototypes were chosen as case studies to validate the building loads portion
of VSAT. Identical construction properties, schedules, internal gains and weather data for
each case study were entered into the TYPE 56 and VSAT models for comparison.

2.3.1 TYPE 56 and VSAT Building Model Assumptions

The TYPE 56 building type predicts the thermal behavior of a building having multiple
zones. To determine zone heating and cooling requirements, an “energy rate” method is
employed. The user specifies the zone setpoints for heating and cooling with any added setup
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or setback control schedules. If the floating zone temperature is less than the heating setpoint,
then heating is required or if the calculated zone temperature is greater than the cooling
setpoint, then cooling is required. Otherwise, the zone temperature is floating and the zone
sensible cooling and heating requirement are zero. Unlimited equipment capacity was
assumed in the TYPE 56 for purposes of validating the building model in the VSAT.

Walls are modeled in the TYPE 56 using a transfer function method that is equivalent to
the approach used 