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Preface

The Public Interest Energy Research (PIER) Program supports public interest energy
research and development that will help improve the quality of life in California by
bringing environmentally safe, affordable, and reliable energy services and products to
the marketplace.

The PIER Program, managed by the California Energy Commission (Energy
Commission), conducts public interest research, development, and demonstration
(RD&D) projects to benefit electricity and natural gas customers.

The PIER program strives to conduct the most promising public interest energy research
by partnering with RD&D entities, including individuals, businesses, utilities, and
public or private research institutions.

PIER funding efforts are focused on the following RD&D program areas:

¢ Buildings End-Use Energy Efficiency

e Energy-Related Environmental Research

e Energy Systems Integration

¢ Environmentally Preferred Advanced Generation

¢ Industrial/Agricultural/Water End-Use Energy Efficiency
e Renewable Energy Technologies

e Transportation

Integrated Forecast and Reservoir Management (INFORM) for Northern California: System
Development and Initial Demonstration is the final report for the INFORM project (contract
number 500-02-008) conducted by the Hydrologic Research Center and the Georgia
Water Resources Institute. The information from this project contributes to PIER’s
Energy-Related Environmental Research Program.

For more information about the PIER Program, please visit the Energy Commission’s
website at www.energy.ca.gov/pier/ or contact the Energy Commission at 916-654-5164.
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Abstract

This report describes the first three-year phase of the Integrated Forecast and Reservoir
Management (INFORM) project. The primary INFORM objective is to demonstrate the
utility of present-day meteorological/climate and hydrologic forecasts for the Northern
California river and reservoir system, including all major reservoirs on the Trinity,
Sacramento, Feather, American, and San Joaquin rivers, and the Sacramento-San Joaquin
Delta. In close collaboration with water forecast and management agencies of the
region, a software system was designed and implemented in a distributed manner, with
components that ran at various agency and research centers. The system contains real-
time, short-range forecast components; off-line longer-range forecast components; and
off-line decision components that span forecast and decision time scales from hours to
seasons. In all cases, forecast uncertainty was explicitly characterized and used for risk-
based decision support. Extensive tests with historical data and an initial five-month
period of operational “dry run” testing for the wet season of 2005-2006 showed that
system components perform well and clearly demonstrated the value of the system in
advancing the current state of forecast, management, and planning operations in the
region. The main recommendation is to continue the demonstration of the INFORM
system for two to three more years to reliably quantify real-time performance and utility
for planning and management and to explore more fully the various applications to
which the system is suited.

Keywords: Ensemble precipitation forecasting; ensemble temperature forecasting;
ensemble flow forecasting; risk-based decision support; adaptive reservoir management;
INFORM
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Executive Summary

Introduction

Considerable investments have been made toward improving the quality and
applicability of climate, synoptic, and hydrologic forecast information, and earlier
retrospective studies have demonstrated clearly that the management of water resource
systems with large reservoirs can potentially benefit from such information. However,
before this project no focused program has ever aimed to quantify and demonstrate
these benefits in an operational environment. There are three main reasons why this has
not been previously accomplished:

1. Synoptic and climate forecasts include substantial uncertainty, and their effective
use in management requires procedures that explicitly account for that
uncertainty both in flow forecast and decision models/processes.

2. Existing reservoir management procedures depend on presently available
information and operate under set institutional constraints, so that nontrivial
technical and institutional changes are required to use information of a different
type (i.e., improved hydrologic, synoptic, or climate timescale forecasts).

3. The development and application of such systems requires that the technical
teams maintain a close relationship with the operational users and have a clear
understanding of their operational environment.

As a result, up to this point few reservoir managers have been able or willing to dedicate
the considerable effort required to use new approaches and realize the benefits of
improved forecast information.

Purpose

The purpose of the Integrated Forecast and Reservoir Management (INFORM) Project
was to demonstrate increased water-use efficiency in Northern California water
resources operations through the innovative application of meteorological/climate,
hydrologic, and decision science.

Project Objectives
In accordance with its purpose, the particular objectives of INFORM are to:

1. Implement a prototype integrated forecast-management system for the primary
Northern California reservoirs, both for individual reservoirs as well as system-
wide.

2. Demonstrate the utility of meteorological/climate and hydrologic forecasts
through near-real-time tests of the integrated system with actual data and
management input by comparing its economic and other benefits to those
accruing from current management practices for the same hydrologic events.



Project Outcomes

To achieve the general objectives of the INFORM project, the authors performed the
following technical tasks:

¢ Created the Oversight and Implementation Committee for project oversight and
assistance with system implementation and tests.

e Developed, implemented, and performed validation of climate and weather
INFORM components for Northern California with historical data and real-time
data.

e Developed, implemented, and performed validation of hydrologic INFORM
reservoir-inflow forecasts with historical and real-time data for all major
reservoirs of Northern California.

e Developed, implemented, and performed validation of decision INFORM
components with historical and real-time data for the Northern California water
resources management system.

e Integrated INFORM system climate, hydrology, and decision components and
performed initial operational tests producing real-time ensemble forecasts out to
lead times of 16 days four times daily for the 2005-2006 wet season.

e Performed assessments of the integrated forecast-decision system value via
retrospective simulation experiments.

e Held INFORM design, assessment, and training meetings with operational
forecast and management agency staff.

Conclusions

There are several technical and specific conclusions that have been drawn from the
outcomes of the project in the areas of meteorology/climate, hydrology, and decision
science. These conclusions are detailed in the report (Chapter 7). The most important
conclusion of the report is that, with available real-time availability of forecast
information from the National Centers for Environmental Prediction and with real-time
observed precipitation and temperature (as well as hydrologic model state values from
the California Nevada River Forecast Center), integrated forecast-management systems
are realizable as effective operational decision-support tools for management and
planning of California water resources. Such systems assist water managers in
translating forecasts and their uncertainty into a range of effective risk-based policies. In
addition, these systems can advance current operational practices by (1) incorporating
forecast uncertainty in decisions on a range of time scales, and (2) allowing for regional
coordination of management decisions.

Recommendations

Perhaps the most important recommendation arising from this work is to continue the
INFORM demonstration experiments for two or (more usefully) three additional



operational seasons beyond the system “dry run” wet season of 2005-2006 in continued
close collaboration with the forecast and management partner agencies in Northern
California. These additional operational seasons are necessary for the reliable evaluation
of the INFORM system performance and utility in specific situations, for the application
of any system corrections and adjustments that appear necessary from system
evaluation, for the establishment of a protocol for its operational use by the collaborating
agencies, and for exploring alternative applications for the system that have been
suggested by sponsor agencies.

A second overarching recommendation pertains to the use of the INFORM system in a
stand-alone mode for climate change simulations. The INFORM system closely emulates
several of the actual forecast and management procedures used in routine operations in
Northern California. As such, it constitutes a realistic simulation system for impact
analysis in this region using the output of state-of-the-science global climate models that
predict climatic variability and change. Such impacts include potential future climatic
influences on precipitation, temperature, and snowmelt and runoff patterns in the Sierra
Nevada resolved on the scale of INFORM catchments (from hundreds to thousands of
square kilometers); the effects of increased demand scenarios; and the effectiveness of
alternative management scenarios for improved water-use efficiency.

Benefits to California

A significant benefit of this first phase of INFORM for Northern California is its
contribution toward integrating operational water supply forecast and management
activities by federal and state agencies toward increased water use efficiency. The
mutual technology transfer and science cooperation between research centers and
operational agencies is another. Lastly, even in its current prototype form, the INFORM
system provides a unique resource for operational and management agencies in
Northern California. These agencies may benefit by using this system to evaluate
potential decision policies pertaining to the use of Northern California’s water supply
during real-time operations and for seasonal planning, both for present and future years.



1.0 Introduction

1.1. Background and Overview

Managed water resources affect regional economies and the environment. In turn, they
are influenced by climate variability and trends, increasing demands, and changing
water markets. As pressures to provide reliable water supplies at low cost increase, the
need to optimize water use efficiency becomes imperative. Although considerable
investments have been made to improve the quality and applicability of synoptic- and
climate-scale forecast information, and water resources systems can clearly benefit from
such information (e.g.,, NRC 2001; NRC 2004), no focused program exists aiming to
quantify and demonstrate these benefits. Two main reasons are: (1) synoptic and climate
forecasts include substantial uncertainty, and their effective use in management requires
procedures that explicitly account for that uncertainty both in forecast and decision
models/processes; and (2) existing reservoir management procedures depend on
presently available information and operate under set institutional constraints, so that
nontrivial technical and institutional changes are required to use information of a
different type (i.e., improved synoptic or climate timescale forecasts). As a result, few
reservoir managers are able to commit the considerable effort required to use new
approaches and realize the benefits of improved climate information.

The fundamental premise of the INFORM project (see also Georgakakos et al. 2005) is
that the use of short- and long-term operational forecasts in water resources
management can be adopted only through the establishment of demonstration and
assessment sites at which the following conditions have been met:

e A quantitative numerical system is developed that translates climate information
to reliable forecasts of system response under dynamic operational decision
policies.

e Modelers, forecasters, and managers have established a set of mutually agreed-
upon performance criteria to measure the effectiveness of decision policies.

e A baseline quantitative system version is developed that reflects present
management practice and operational models, together with an alternate system
version that includes climate and hydrology forecasts in an integrated forecast-
decision framework.

e Rigorous intercomparison of quantitative and other benefits is performed by
implementing management decisions for the alternate systems using
retrospective analysis of historical data and forecasts, or in real time.

e There is continuing participation of management staff in the demonstration
activities and in user/modeler workshops for the mutual benefit of modelers,
forecasters, and managers.

To fully realize the forecast benefits within a management process of multiple decision
makers, objectives, and spatio-temporal scales, a hierarchy of interlinked decision
models is necessary to address long-range, mid-range, and short-range objectives



(Georgakakos 2004). The Integrated Forecast and Reservoir Management (INFORM)
Demonstration Project was conceived to demonstrate increased water-use efficiency in
Northern California water resources operations through (1) the innovative application of
climate, hydrologic, and decision science; and (2) reciprocal technology transfer
activities between the INFORM scientists and the staff of federal and state agencies with
an operational forecast and management mandate in Northern California. The first
three years of project activities were funded by the National Oceanic and Atmospheric
Administration (NOAA), the California Energy Commission (Energy Commission), and
the CALFED Bay-Delta Authority (CBDA). These are the subject matter of this report.

Key operational agencies for the implementation of the demonstration project were the
U.S. National Weather Service (NWS) California Nevada River Forecast Center
(CNRFC), the California Department of Water Resources (DWR), the U.S. Bureau of
Reclamation Central Valley Operations (USBR CVO), and the Sacramento District of the
U.S. Army Corps of Engineers (USACE). Other agencies and regional stakeholders
contributed through active participation in project workshops and, indirectly, through
comments and suggestions conveyed to the INFORM Oversight and Implementation
Committee (OIC). The OIC provided independent review of the development and
demonstration activities and facilitated implementation of the integrated system
components in a near-operational environment. Appendix A provides a record of the
OIC meeting proceedings during the first three-year phase of the INFORM Project.

1.2. Project Objectives
The general objectives of INFORM are:

1. To implement a prototype integrated forecast-management system for primary
Northern California reservoirs, individually and for the system of reservoirs.

2. To demonstrate the utility of climate and hydrologic forecasts for water
resources management in Northern California through near-real-time tests of the
integrated system with actual data and with management input, and by
comparing its economic and other benefits to those of existing water
management systems for the same events.

The primary application and demonstration system is the Northern California system of
large reservoirs, consisting of the Folsom, Oroville, Shasta, and Trinity reservoirs and
associated water resources (Figure 1). During the first three years of INFORM activities
documented in this report, only initial assessment of the real-time system performance
was possible using data from California’s 2005-2006 wet season after the
implementation of the integrated software system. It is anticipated that using data from
at least three more seasons would be necessary to produce a reliable assessment with the
implemented system.
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Figure 1. Study area in Northern California and major reservoirs used to manage
water resources for conservation, energy production, and flood damage
mitigation



To achieve the general objectives of the INFORM project, the authors performed the
following technical tasks:

1.3.

Created the OIC for project oversight and assistance with system implementation
and tests.

Developed, implemented, and performed validation of climate and weather
INFORM components for Northern California with historical data and real time
data.

Developed, implemented, and performed validation of hydrologic INFORM
reservoir-inflow forecasts with historical and real-time data for all major
reservoirs of Northern California.

Developed, implemented, and performed validation of decision INFORM
components with historical and real-time data for the Northern California water
resources management system.

Integrated INFORM system climate, hydrology, and decision components and
tested with real-time data.

Held INFORM design, assessment, and training meetings with operational
forecast and management agency staff.

Feasibility Studies

Feasibility was established through retrospective studies of the Folsom reservoir (part of
the INFORM system). The studies involved the application of a numerical integrated
forecast-decision system designed to accommodate the considerable uncertainty of the
climate information within the Folsom multi-objective decision process (Carpenter and
Georgakakos 2001; Yao and Georgakakos 2001). This integrated system (used first in the
Des Moines River study of Georgakakos et al. 1998) includes components for:

Adjusting global climate model (GCM) simulations/forecasts to account for
known regional biases and for biases and random errors arising from the
difference between the spatial and temporal scales of the GCM and that of the
reservoir catchment.

Generating hydrologic forecasts and forecast uncertainty estimates through
ensemble forecasting, either independent of, or conditional on, adjusted GCM
information.

Generating dynamic decision policies that explicitly use forecast information;

Quantifying operational, risk-based trade-offs among competing water uses
including flood protection, water supply, energy generation, and low-flow
augmentation.

Interacting with stakeholder agencies to select a shared vision tradeoff position
and policy option.



¢ Simulating system response to quantify the benefits and risks associated with the
decisions made.

The retrospective studies focused on intercomparing: (1) a system approximating
current operational practices, (2) a system using an ensemble streamflow prediction
(ESP) approach using historical observations only, (3) a system using the full integrated
forecast-decision system using GCM monthly estimates of precipitation and temperature
from two climate models and for both GCM simulations and forecasts, and (4) a system
using perfect inflow foresight. The study used the Canadian Centre for Climate
Modeling and Analysis coupled GCM (1 simulation, CGCM-1) and the Max Planck
Institute for Meteorology ECHAM3 GCM (10-ensemble simulations, ECHAM3-10, and
5-ensemble forecasts, ECHAMS3-5). The historical study extended from October 1, 1964
through December 31, 1992 for GCM simulations and from October 1, 1970 through
December 31, 1992 for GCM forecasts. Reservoir inflow forecasts and management
decisions were generated every five days. Researchers used an adaptation of the
National Weather Service operational hydrologic forecast model, calibrated with
historical data for the basin of interest. In all cases, the same number of forecast traces
was generated. Forecast and decision horizons were 60 days long with daily resolution.
Performance with respect to both forecast and economic indices was evaluated, and the
assessment is outlined in the following. It is noted in the outset that the performance
assessment comments are basin and reservoir system specific.

Researchers used several indices to quantify the performance of the ensemble inflow
forecasts, including reliability diagrams and a reliability score based on each decile of
the forecast ensemble distribution. The reliability score compounds the results for all
probability decile ranges to provide a scalar skill score. A zero reliability score indicates
perfect performance (as in the perfect foresight scenario), while higher scores reflect
decreasing forecast skill. Events of particular interest to reservoir management are
events associated with reservoir inflow volumes (e.g., over the forthcoming two months)
being in the upper (flood) or lower (drought) terciles of their distribution.

On the basis of the reliability score, Table 1 shows that using GCM ensemble
information in real-time significantly improves the reliability score of ensemble inflow
forecasts as compared to using the ESP inflow forecasts that depend on climatology.
This is especially so for the low tercile volumes associated with drought conditions.

The reliability diagram of Figure 2 indicates that the performance of the ECHAMS3-5
ensemble flow forecasts is superior to that of the ESP forecasts for low tercile inflows
mainly at the higher deciles of forecast frequency.

Reservoir management performance does not only depend on forecast performance but
also on the way ensemble forecast information is used by the decision model and
process. This is the compelling reason for integrating the forecasts with the reservoir
management procedures. Reservoir management performance was measured by annual
spillage, annual and maximum flood damage, annual hydro electric energy value, and
risk of falling below minimum instream flows.



Table 1. Reliability scores of forecasting Folsom Lake inflow volumes
Reliability Score: > N, (P, =P,)* /> N, (¥

Event Forecast: Inflow Volume in Upper Tercile of its Distribution

Interval(days) ESP CGCM-1 ECHAMS3-10 ECHAM3-5
30 0.004 0.004 0.002 0.002
60 0.008 0.005 0.003 0.003

Event Forecast: Inflow Volume in Lower Tercile of its Distribution

Interval(days) ESP CGCM-1 ECHAM3-10 ECHAM3-5
30 0.011 0.014 0.006 0.002
60 0.015 0.012 0.005 0.003

(*) P, and F, are the observed and forecast frequencies for the i decile of the event

distribution, and N .18 the number of forecasts for the ith decile.
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Figure 2. Reliability diagram of the unconditional (ESP) and conditional

(ECHAMB3-5) prediction frequencies that Folsom Lake inflow is in the lower tercile
of its distribution. Vertical bars indicate 95% bounds due to sampling uncertainty.

The period of record is 1970-1992, with ensemble forecasts issued
every five days.



Approximate dependence of costs and benefits on the reservoir levels and releases was
specified for the decision model, and decision preferences were set based on discussions
with Folsom Lake operations staff. The decisions pertain to reservoir releases, power
generation (turbine loads and operation hours), and spillage volumes and are updated
adaptively as new inflow forecasts or other information on the condition of the system
becomes available.

Comparison of simulated results using current management practices versus the
integrated forecast-decision system showed that increases up to 15%-18% in annual
average energy and decreases of up to 50% in unnecessary spillage are possible without
increasing flood damage and with increased water supply made available for
agricultural, municipal, and environmental uses. Figure 3 shows results of
intercomparison of the various forecast procedures using the same decision model of the
integrated system. The current operational procedure and the perfect forecast scenario
produce single forecast time series, while the rest produce ensemble inflow forecast time
series. The figure shows that benefits for all Folsom management objectives are
associated with the use of ensemble forecasts.
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Figure 3. Values of Folsom Lake multiple objectives for various forecast scenarios
and using the decision model of the integrated forecast-control system. Results
for ECHAMS3-5 are similar to those for ECHAM3-10.
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Furthermore, these forecasts yield management benefits near those obtained from the
perfect-forecast scenario. It is also shown that for this case study, the ESP and GCM-
conditioned ensemble inflow forecasts produce comparable results. Additional results
(Yao and Georgakakos 2001) indicate that full management benefits can only be realized
by the use of reliable ensemble forecast schemes combined with dynamic decision rules.
Namely, using GCM-conditioned forecasts in association with static management rules,
or neglecting to incorporate forecast uncertainty in the decision process, are not
expected to improve reservoir management. In fact, contrary to widely held views, such
practices may increase the risk of costly failures.

1.4. Report Organization

The report is organized to follow the specific tasks listed in Section 1.2 (Project
Objectives). Chapter 2 presents the integrated system implemented for real-time
operation using information from operational forecast and management agencies.
Chapters 3, 4, and 5 discuss development and validations associated with climate and
weather forecast information, hydrologic forecasts, and decision models, respectively.
Chapter 6 presents the assessments made from real-time tests during the wet season
2005-2006 in Northern California and from retrospective studies for the region. Chapter
7 contains conclusions and recommendations on the basis of the main findings from the
assessments. References are listed in Chapter 8, while specialized technical information
is reserved for the Appendices.
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2.0 Integrated System Design and Implementation

2.1. Overview of INFORM System

The INFORM software system consists of a number of diverse components for data
handling, model runs, and output archiving and presentation. At its current state of
development and input data availability, it is a distributed system with online and off-
line components. The system routinely captures real-time National Center for
Environmental Predictions (NCEP) ensemble forecasts. It uses both ensemble synoptic
forecasts from NCEP’s Global Forecast System (GFS) and ensemble climate forecasts
from NCEP’s Climate Forecast System (CFS). The former are used for producing real-
time, short-term forecasts, and the latter are used off-line for producing longer-term
forecasts as needed. Section 2.2 summarizes the reasons for the difference between the
GFS and CFS processing.

The INFORM ensemble forecast output feeds an off-line decision model component for
producing risk-based short- and long-term decision alternatives for a nine-month
decision horizon. The INFORM forecast component is implemented at the Hydrologic
Research Center (HRC) for real-time use and with data links to the California Nevada
River Forecast Center (CNRFC) databases. In addition, the ensemble reservoir inflow
forecasts and maps of the ensemble surface precipitation forecasts of INFORM out to
several days are posted on a secure Internet site for INFORM-developing institutions
and collaborating forecast and management agencies. The INFORM decision component
is implemented at the Georgia Water Resources Institute (GWRI), the U. S. Bureau of
Reclamation (USBR), and DWR for off-line use. Figure 4 shows a schematic of the
system distributed configuration, indicating the data links. The arrows point to the site
of the database from which the organization initiating the link receives and deposits
data.

Global Forecast System ensemble forecasts of three-dimensional atmospheric fields are
captured, archived, ingested, and quality controlled in real time for further use.
Downscaling components that use the ingested ensemble fields produce corresponding
ensemble gridded forecasts of surface precipitation and temperature over the INFORM
application area of Northern California. A Geographic Information System (GIS) locates
the gridded forecasts over the Northern California terrain in geodetic coordinates and
estimates mean areal precipitation and surface air temperature for all ensembles and
forecast lead times and for the hydrologic catchments that comprise the drainage areas
of interest. Hydrologic models use the downscaled ensemble forecast mean areal
quantities as input to produce ensemble forecasts of snow depth and snowmelt during
the cold season and of surface and subsurface runoff and streamflow (including
reservoir-site inflow) throughout the year.
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Figure 4. Schematic diagram of the distributed INFORM system configuration with
data links indicated. Black arrows signify real-time data links, while grey arrows
signify off-line data links.

Climate Forecast System ensemble forecasts of surface air temperature and precipitation
with monthly resolution and with a nine-month maximum forecast lead time are also
captured in real time by the INFORM data ingest system at HRC. At a user-specified
time, a probabilistic downscaling component uses the ensemble CFS forecasts and
produces high spatial and temporal resolution surface precipitation and temperature
estimates for each hydrologic catchment in the INFORM region. The hydrologic
component of INFORM is then engaged to produce ensemble reservoir inflow estimates
for the primary reservoir sites of interest. Downscaling and hydrologic forecasting are
done off-line (typically once per month) in this case of CFS processing. The short-term
(GFS-based) and long-term (CFS-based) ensemble reservoir inflow forecasts of INFORM
are blended to produce a consistent series of input to the decision component.

The INFORM Decision Support System (DSS) is designed to support the decision-
making process, which is characterized by multiple decision makers, multiple objectives,
and multiple temporal scales. Toward this goal, the INFORM DSS includes a suite of
interlinked models that address reservoir planning and management at hourly, daily,
seasonal, and over-year time scales. The DSS includes models for each major reservoir
in the INFORM region, simulation components for downstream river reaches as
necessary to incorporate downstream decision objectives, optimization components
suitable for use with ensemble forecasts, and a versatile user interface. The decision
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software runs off-line, as forecasts become available, to derive and assess planning and
management strategies for all key system reservoirs. The DSS is embedded within a
user-friendly graphical interface that links the models with the database and helps
visualize and manage results. A policy assessment model has also been developed and
is part of the DSS. The DSS modeling framework is described in Sections 2.5, 2.6,
and 2.7.

Training and collaboration with staff of CNRFC, USBR, and DWR has produced an
efficient distributed INFORM system for risk-based management and planning.

2.2, Processing of Available Operational NCEP Data

The California Nevada River Forecast Center is the primary agency for collaborative
activities pertaining to ingesting and downscaling climate and weather data for
INFORM. To use operational products and for sustainability reasons, the INFORM
forecast team decided to use operational ensemble forecasts from NCEP to drive the
downscaling procedures. The initial plan was to use ensemble forecasts of three-
dimensional fields from GFS and CFS with a common statistical-dynamical downscaling
procedure for consistency in blending short-term with long-term ensemble forecasts.
There have been several meetings and communications between INFORM Project
representatives and NCEP representatives during the project period (documented in
various progress reports) to facilitate the real-time acquisition of the aforementioned
ensemble forecasts from NCEP. Because a significant change in the original
implementation plan resulted from these communications, a short summary of these
and of the final outcomes is given below.

INFORM representatives from HRC met with the director and other members of the
Environmental Modeling Center (EMC) of NCEP on December 16, 2003, in Washington
to establish a collaboration plan regarding the availability of needed climate and
weather forecast and retrospective analysis data for the implementation of the integrated
forecast-management system for Northern California. In a subsequent meeting during
January 2004, CNFRC management was briefed concerning the discussions between
HRC and NCEP in December 2003. The briefing passed on to CNRFC the information
from NCEP concerning weather and climate forecast systems, data availability, and
acquisition. In turn, HRC personnel were briefed on communications methods available
to CNRFC for acquiring data from NCEP (principally in terms of bandwidth), and
CNRFC’s perspective on data needs for the INFORM project. In January 2004 HRC
personnel met again with NCEP EMC staff. These discussions covered in detail the
retrospective climate model forecast system and data availability, the design,
operational implementation and data availability for both short-range (GFS) and
seasonal (CFS) forecast systems. These discussions also focused on the data required for
the INFORM to produce probabilistic precipitation and snowmelt forecasts and the
means of acquiring those data. This latter point was an important practical matter, as
ensemble forecast systems generate large volumes of data.
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In recognition of the fact that users were often required to download very large volumes
of data to obtain the small fraction that they desired, NCEP has implemented a
server/client system called NOMADS (NOAA Operational Model Archive Distribution
System). The NOMADS system allows users to issue a request for specific model output
data (for example, specific time, level, latitude, longitude, and variable). The actual
preparation of this subset is carried out at NCEP on dedicated servers, and the subset is
transmitted directly to the user or is placed in a defined location for user retrieval.
NCEP scientists briefed HRC personnel on the use of the NOMADS system. HRC
personnel met again with CNRFC staff in April 2004 to brief them concerning the
January meeting with NCEP EMC and to familiarize them with the NOMADS system’s
capabilities. These meetings have been essential to the design of the INFORM ingest
component for climate and weather data and have paved the way for a longer-term
fruitful collaboration among operational global centers (NCEP), regional hydrologic
forecast centers (CNRFC), and INFORM developers. HRC personnel familiarized
themselves with the process of retrieving data from the NOMADS system and wrote
and tested software necessary to automatically download and ingest GFS ensemble
forecasts of three-dimensional fields from NCEP into the INFORM forecast component
for further processing.

Although the INFORM team was successful in receiving ensemble GFS forecasts of
three-dimensional fields from NCEP, the request for analogous data from the seasonal
CFS forecast system was not met due to processing and staff limitations at NCEP. The
original plan was to receive ensemble CFS forecasts of three-dimensional fields in real
time with 12-hourly resolution for further processing by the INFORM system forecast
component. In this way, short-term and long-term forecasts would be generated
seamlessly by the INFORM system. After considerable dialogue with NCEP staff,
monthly resolution surface precipitation and air temperature two-dimensional fields
became available from the CFS system so that each month an ensemble of such forecasts
could be downloaded and used by the INFORM system. Compared to the real-time
dynamical downscaling used for GFS data, a purely probabilistic downscaling
procedure was developed for CFS using historical time series of surface mean areal
precipitation and air temperature data from each hydrologic catchment in the area of
interest. The probabilistic downscaling procedure is used off-line (typically once per
month) for generating long-term ensemble reservoir inflow forecasts. A schematic of the
final INFORM forecast component processing may be seen in Figure 5. Elements of the
schematic in Figure 5 will be discussed in Sections 2.3 and 2.4. The difference between
the type of short-term and longer-term (seasonal) input ensemble forecast data and their
downscaling procedures led to deviations from the initial INFORM implementation
plan. It also generated the need for appropriate blending of the downscaling procedures
for the times when the GFS data ends. The blending approach used is discussed in
Section 2.4 in the context of the Decision Component.
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Figure 5. Schematic of INFORM forecast component processing

2.3. GFS-based Ensemble Forecasts

The real-time (Kanamitsu et al. 1991) processing elements of the INFORM system
associated with the use of GFS data are shown on the right path of Figure 5. After the
ensemble GFS forecasts of three-dimensional fields are downloaded in an automated
fashion onto INFORM servers, the system performs dynamical downscaling using
tailored orographic precipitation and surface air temperature models for the region of
interest. Processing continues by using the resultant gridded downscaled ensemble
surface precipitation and air temperature fields to produce mean areal input for the
hydrologic catchments in the INFORM region. The INFORM system then activates the
hydrologic models to process this input and to produce ensemble forecasts of reservoir
inflow and of other hydrologic model output. Table 2 shows the GFS data processed by
the INFORM system.
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Table 2. GFS Forecast Data for INFORM

At surface

Precipitation

Snow accumulation

2 m air temperature (T)

2 m relative humidity (Q)

10 m wind vector components (U and V)
Net solar radiation

Net long-wave outgoing radiation
Sensible heat

Latent heat

At available upper levels (at least at standard pressure levels)

Wind vector components (U and V)
Air temperature (T)
Relative humidity (Q)

Geopotential height

The data consists of 8 ensembles of the forecast variables shown in Table 2, each with a
16-day (384-hour) maximum lead time. The spatial resolution of the GFS data fields in
longitude — latitude coordinates for the development and testing period (up to the end
of May 2006) is 1" x 1° out to 96 hours and it is 2.5° x 2.5" for greater forecast lead times.
The temporal resolution is 6 hours for lead times up to 96 hours, and it is 12 hours for
longer lead times. Due to the current limitations in the computing power of the
INFORM servers and for a four-time daily forecast generation (GFS forecasts at 00UTC,!
06UTC, 12UTC, and 18UTC), the INFORM system uses 8 out of the available 14
ensemble members of the GFS fields. In addition, INFORM uses GFS forecast fields
from 23 vertical layers. Figure 6 shows a more detailed depiction of the INFORM
forecast component processing flow associated with GFS data. A short description of the
processing elements is given next. Chapters 3 and 4 discuss the individual numerical
models used.

! Coordinated Universal Time (UTC)
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Figure 6. Schematic of processing flow associated with ingesting GFS ensemble
forecasts and other information into the INFORM forecast component

At each forecast preparation time and after each download is complete, a computer
processing unit (CPU) of the ROCKETCALC Multicomputer at HRC processes each GFS
ensemble forecast time series. For this GFS processing, the multicomputer uses eight
CPUs to process eight GFS ensemble members and to produce ensemble forecasts
quickly. Once downloaded from the NOMADS system, the three-dimensional fields of
each ensemble member are used to produce initial and boundary conditions for the
orographic precipitation and surface air temperature models of INFORM (see Chapter 3
for model description and evaluation). Processing is through the orographic
precipitation model first to produce downscaled gridded precipitation fields with a 10 x
10 square kilometer (km?) resolution. The surface air temperature model is based on
surface energy balance computations and uses the downscaled precipitation fields in
conjunction with GFS forecast fields to produce concurrent, consistent surface air
temperature gridded fields with the same resolution. The temperature model
computations also use snow cover and soil water estimates produced by the hydrologic
component of INFORM to allow the computation of reflected energy and the separation
of latent and sensible heat at the land surface.
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Five large hydrologic drainage areas comprise the INFORM region upstream of the large
reservoir sites of interest: Folsom (American River), New Bullards Bar and Englebright
(Yuba River), Oroville (Feather River), Shasta (Sacramento, McCloud, and Pit Rivers),
and Trinity or Clair Engle (Trinity River). For modeling purposes, each of these drainage
areas has been subdivided into smaller catchments. These catchments correspond
largely to the catchments used by the CNRFC in their operational hydrologic forecast
system so that the INFORM system can duplicate as much as feasible the CNRFC
hydrologic modeling component. Efforts to improve the timing of the simulated flows
resulted in a few deviations from CNRFC delineations. The CNRFC (and consequently
the INFORM) hydrologic models require mean areal precipitation and surface
temperature input for each of these catchments (see hydrologic model description in
Chapter 4). A processing component of the INFORM system (see MAP/MAT Creator in
Figure 6) uses the downscaled gridded surface precipitation and temperature fields for
each ensemble member (ORO and T fields in Figure 6) and GIS geodetic mapping
information to produce mean areal precipitation (MAP) and mean areal surface air
temperature (MAT) fields for each subcatchment, forecast time step, and ensemble
member.

Once the MAP and MAT fields are available for all the catchments in the domain of
interest for a particular forecast lead time, the hydrologic models (snow accumulation
and ablation model, soil water accounting model, and channel routing model) of
INFORM use these fields to produce reservoir inflow forecasts for each of the five large
reservoirs of interest. The snow model produces snow cover and snow depth as well as
snowmelt estimates during the cold part of the year. The snowmelt and any bare-ground
rainfall feed the soil water model, which produces soil water estimates for each
catchment as well as surface and sub-surface channel inflows. Lastly, the channel
routing component receives the inflows from the soil water component and routes these
through the stream network to produce channel outflows for all the tributary streams of
each large drainage basin. The hydrologic models produce forecasts given a set of initial
conditions. For the O00UTC, 06UTC, and 18UTC forecast preparation time, initial
conditions are provided by the previous cycle of INFORM processing. For the 12UTC
forecast preparation time, the INFORM system acquires the values of the model current
state variables for all the catchments in the domain of interest from the operational
CNREFC simulation runs (using observed MAP and MAT). This download is performed
in real time (daily), and it is shown in the lower left corner of Figure 6. In this way, at
initial forecast time 12UTC the INFORM hydrologic models are aligned with the CNRFC
operational models. There is only one forecast preparation time for which alignment
occurs because under all but exceptional conditions the CNRFC simulations occur once
daily, for 12UTC. Although some deviation is expected between INFORM and CNRFC
simulations after three additional forecast lead times for the smaller catchments, the
INFORM team felt that the once-daily alignment should not produce significant
deviations for the forecast inflows of the INFORM domain large reservoirs.
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For each forecast lead time, the processing system stores the latest estimates of snow
cover and soil water content for use by the surface air temperature downscaling
component during the next forecast lead time cycle. For each GFS ensemble forecast
member, each forecast preparation time and each forecast lead time, the INFORM
system goes through the processing sequence depicted in Figure 6 for all delineated
catchments in the INFORM domain before initiating the processing of the next forecast
lead time fields. This is necessary to realize the feedback described from the snow and
soil models to the surface air temperature downscaling model (see feedback link in
Figure 6).

To allow easy access and feedback from the members of the INFORM forecast team
(including CNRFC staff) and for the winter 20052006, HRC created a website with real-
time INFORM forecast information (www.hrc-lab.org/INFORM/realtime). The INFORM
system updated the website every six hours with new INFORM forecast products
generated on the basis of GFS ensemble input. The website contained ensemble reservoir
inflow forecasts (in the form of line plots of hydrographs) for all five large reservoir
sites, ensemble statistics of spatial maps of forecast cumulative precipitation fields for a
given forecast period, and estimates of the probability of precipitation exceeding given
thresholds over a given time period. The displays allowed the use of Google Earth for
the precipitation fields. Figures 7 and 8 present examples of real-time displays.

2.4. CFS-based Ensemble Forecasts

As mentioned earlier, the original plan for INFORM was to use a single downscaling
procedure for both the GFS and the CFS ensemble forecast input. This requires the
availability of three-dimensional CFS ensemble forecast fields, as in the case of GFS (see
previous section). In lieu of such detailed forecast output, the INFORM team decided to
use ensemble surface precipitation and air temperature fields with monthly resolution as
input to INFORM. The ensemble members are formed by long-term CFS integrations (at
least out to nine months) performed twice daily with corresponding initial conditions.
The left processing path of Figure 5 shows that, even though the INFORM system
downloads the ensemble members of the CFS forecasts in real time, it processes CFS
forecast information off-line using a probabilistic downscaling procedure. Chapter 3
includes a detailed discussion of the mathematical formulation and its evaluation with
retrospective forecasts and observations. The following discussion serves to outline the
computational INFORM components of the downscaling procedure for CFS data.
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Figure 7. Real-time spatial depiction of INFORM major reservoir inflow watersheds
on a Google Earth display
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Figure 8. Real-time ensemble-average 24-hr precipitation forecast over the
INFORM domain superimposed on Google Earth displays. The precipitation scale
is in inches/day.
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In contrast to the real-time utilization of GFS forecasts, the INFORM system uses
downloaded CFS forecasts off-line once per month or as required by the forecast and
management agencies in Northern California. The off-line processing involves two
procedures that yield two sets of ensemble reservoir inflow time series with maximum
lead time of nine months and six-hourly temporal resolution. The first procedure, called
ensemble streamflow prediction (ESP), was developed by the NWS (Smith et al. 1991)
and uses solely historical mean areal surface precipitation and air temperature data of a
six-hour resolution for all the catchments in the INFORM region. For a given date of
forecast preparation time and for a given initial condition of hydrologic model states, the
ESP procedure feeds into the hydrologic models historical time series of concurrent
observed mean areal precipitation and temperature from all the previous historical
years, extending to the duration of the maximum forecast lead time (nine months). For
the river location of interest, including reservoir inflow points, the generated output
flow time series forms the flow forecast ensemble. The ESP procedure serves as the
climate baseline for the CFS-driven downscaling procedure.

The second downscaling procedure uses the CFS ensemble forecasts to condition the
ESP procedure to include only historical years for which CFS forecasts had similar
behavior to that predicted by the CFS for the current forecast period. Similar behavior in
this context means that a certain quantity computed from CFS forecasts falls in the
upper, lower, or middle tercile (third) of its distribution. Preliminary analysis showed
that the total precipitation in the first month of the forecast can serve as a good index for
judging similar behavior of CFS forecasts in the current and archived forecast periods
with the same month, day, and hour of forecast preparation time. As in the case of the
unconditional ESP procedure, an ensemble of reservoir inflow forecasts is the result of
the CFS processing described.

At the present stage of development and as described above, there are two different
processing paths that produce GFS-based short-term (out to 16 days) and CFS-based
long-term (out to nine months) ensemble reservoir inflow forecasts. For reliable
estimation of risk by the INFORM decision component (see Section 2.5), appropriate
blending of downscaling procedures must be done at times near the maximum forecast
lead time of the short-term ensemble forecasts. The authors tested a number of
alternatives with the final selection involving the use of the ensemble of estimated
hydrologic model states at the end of the 16-day period of GFS-driven forecasts to
provide an ensemble of initial conditions for the unconditioned and CFS-conditioned
ESP runs. Thus, the initial month of INFORM system output involved the first 16 days
with eight ensemble forecasts from the GFS-driven processing and a larger number of
ensemble forecast members for the rest of the days of the forecast horizon (out to nine
months) from the unconditional and CFS-conditioned ESP runs. The decision models
were structured to use eight ensembles with six-hourly resolution out to 16 days and a
larger number of ensembles with monthly resolution out to nine months (see discussion
in the next section).
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For illustration, Figure 9 shows an example of the resulting ensemble reservoir inflow
into Folsom Lake with a March 1, 2006, forecast preparation time that combines short-
and long-term forecasts. The x-axis in the Figure is in six-hourly time steps and the
transition from GFS-driven forecasts to ESP forecasts is evident at forecast lead time
(time step) 64 (384 hours or 16 days). The ESP ensemble inflow forecasts are generated
using initial conditions from each of the ensemble members of the GFS-forced
hydrologic forecasts at the end of the 16 days. A total of 14 members are selected
randomly from the total of 40 possible for each of the eight ensembles to contribute to
the climate forecast ensemble.

2.5. INFORM DSS Reservoir System

The scope of the originally proposed INFORM DSS included four reservoirs: Trinity,
Shasta, Oroville, and Folsom. However, the operational planning and management of
these reservoirs is dependant upon the downstream facilities and water uses including
the Sacramento-San Joaquin Delta, and the export system to Southern California. Thus,
based on extensive discussions with the INFORM Oversight Committee, DWR, USBR,
and the USACE, it was decided to expand the scope of the original four reservoir system
to include most downstream elements that have a bearing on planning decisions. More
specifically, the original project scope was expanded to include the elements shown on
Figure 10. This system encompasses the Trinity River system, the Sacramento River
system, the Feather River system, the American River system, the San Joaquin River
system, and the Sacramento-San Joaquin Delta. Major regulation and hydropower
projects on this system include the Clair Eagle Lake (Trinity Dam) and the Whiskeytown
Lake on the Trinity River, the Shasta-Keswick Lake complex on the upper Sacramento
River, the Oroville-Thermalito complex on the Feather River, the Folsom-Nimbus
complex on the American River, and several storage projects along the tributaries of the
San Joaquin River, including New Melones. The Sacramento River and the San Joaquin
River join to form an extensive Delta region and eventually flow out into the Pacific
Ocean. The Oroville-Thermalito complex comprises the State Water Project (SWP), while
the rest of the system facilities are federal and comprise the Central Valley Project (CVP).

The Northern California river and reservoir system serves many vital water uses,
including providing two-thirds of the state’s drinking water, irrigating seven million
acres of the world’s most productive farmland, and being home to hundreds of species
of fish, birds, and plants. In addition, the system protects Sacramento and other major
cities from flood disasters and contributes significantly to the production of
hydroelectric energy.  The Sacramento-San Joaquin Delta provides a unique
environment and is California’s most important fishery habitat. Water from the Delta is
pumped and transported through canals and aqueducts south and west, serving the
water needs of many more urban, agricultural, and industrial users.

A 1986 agreement between the U.S. Department of the Interior, USBR, and DWR
provides for the coordinated operation of the SWP and CVP facilities (Agreement of
Coordinated Operation, COA). The agreement aims to ensure that each project obtains
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its share of water from the Delta and protects other beneficial uses in the Delta and the
Sacramento Valley. The coordination is structured around the necessity to meet the in-
basin use requirements in the Sacramento Valley and the Delta, including Delta outflow

and water quality requirements.
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Assessments

Off-line

The expanded INFORM system is intended to “drive” the decision making process at
the long-range (planning) level. An overview of the INFORM DSS is provided next to
better clarify the role of the expanded system.

At present, a number of tools are being used by the federal and state agencies

responsible for the management of the northern California water resources system.
Such tools include spreadsheet models (USBR), hydropower scheduling models (USBR),
simulation models (DWR, USACE), and forecasting models (CNRFC). However, these
tools are not fully integrated, either vertically (planning to management to operations)
nor horizontally (agency-wise). Perhaps, the most significant contribution of the

INFORM project is that it provides an integration framework and a common set of tools

that facilitate agency communication, cooperation, and coordination.

2.6.

INFORM DSS Overview

The INFORM DSS modeling framework is illustrated in Figure 11.
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Figure 11. INFORM DSS modeling framework
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The DSS includes multiple modeling layers designed to support decisions pertaining to
various temporal scales and objectives (Georgakakos 2006). The three modeling layers
shown in the figure include: (1) short range and near-real-time operations decision
support (which has hourly resolution and a horizon of one day), (2) mid-range reservoir
management (which has an daily resolution and a horizon of several months), and
(3) long-range planning (which has a monthly resolution and a horizon of one or two
years). The INFORM DSS also includes an assessment model which replicates the
system response under various inflow scenarios, system configurations, and policy
options.

The INFORM DSS is designed to operate sequentially. In a typical application, the long-
range planning model is activated first to consider long-range issues such as water
conservation strategies for the upcoming year in view of the climate and hydrologic
forecasts. As part of these considerations, the DSS quantifies several tradeoffs of possible
interest to the planning and management agencies and system stakeholders. These
include, among others, assessments regarding relative water allocations to water users
throughout the system (including ecosystem demands), reservoir carry over storage,
reservoir coordination strategies and target levels, water quality constraints, and energy
generation targets. This information is provided to the planning and management
agencies to use as part of their decision process together with other information. After
completing these deliberations, key decisions are made on monthly water supply
contracts, reservoir releases, energy generation, and reservoir coordination strategies.
The INFORM DSS planning level is linked to the INFORM forecast component through
the use of the long-range forecasts (nine-month forecast ensemble) described in
Section 2.4.

The mid-range management model is activated next to consider system operation at
finer time scales. The objectives addressed here are more operational than planning and
include flood management, water supply, and power plant scheduling. This model uses
mid-range forecast ensembles with a daily resolution (described in Sections 2.3 and 2.4)
and is intended to quantify the relative importance of, say, upstream versus
downstream flooding risks, energy generation versus flood control, and other applicable
tradeoffs. Such information is again provided to the management agencies (the
operational departments) to use it within their decision processes to select the most
preferable operational policy. Such policies are revised as new information on reservoir
levels and flow forecasts is acquired. The model is constrained by the long-range
decisions, unless current conditions indicate that a departure is warranted.

Lastly, the short-range and near-real-time operations models are activated to determine
the turbine and spillway operations that realize the hourly release decisions made by the
mid-range decision process. The results of this model can be used for near-real-time
operations.

In developing the INFORM DSS, particular attention has been placed on ensuring
consistency across modeling layers, both with respect to physical system
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approximations as well as with respect to the flow of decisions. For example, the mid-
range management model utilizes aggregate power plant functions that determine
power generation based on reservoir level and total plant discharge. These functions are
derived by the short-range and turbine load dispatching models which determine the
optimal turbine loads for each plant corresponding to the particular reservoir level and
total discharge. Thus, the mid-range model “knows” how much power generation will
actually result from a particular daily release decision. Furthermore, the mid-range
model generates similar energy functions to be used by the long-range planning model.
In this manner, each model has a consistent representation of the benefits and
implications of its decisions.

The three modeling layers discussed earlier address planning and management
decisions. The scenario/policy assessment model addresses longer term planning issues
such as the implications of increasing demands, inflow changes, storage reallocation,
basin development options, and mitigation measures. The approach taken here is to
simulate and compare the system response under various inflow, demand,
development, and management conditions.

Altogether, the purpose of the INFORM DSS is to provide a modeling framework
responsive to the information needs of the decision making process at all relevant time
scales and water uses.

2.7. INFORM DSS Implementation Aspects

The INFORM DSS runs on personal computers under the Windows operating system.
The software includes a graphical interface that provides access to data, activates model
runs, and visualizes/manages model results.

2.71. Database

The DSS database uses the Microsoft (MS) Access engine. All system data and model
inputs and outputs are organized in MS Access relational tables. The data in the
database are accessible from the DSS interface and can be easily visualized and updated
through Excel and graphical menu screens. The interface is written in MS Visual Basic.
Interface implementation for the database has been completed, and the available data
have been incorporated into the database.

2.7.2. Data Processing and Utility Tools

Use of the original data by the various DSS models requires processing. For example,
the reservoir management models require analytic forms of the reservoir elevation-
storage and elevation surface curves. Such curves can be derived via regression analysis.
To automate this process, a regression utility tool has been developed allowing the user
to generate the analytic relationships interactively. Other utility tools are also developed
to derive optimal power plant functions and daily energy functions.

27



2.7.3. Interface Functions

As explained earlier, the DSS includes a suite of reservoir management models to
support decisions pertinent to long-range planning, as well as short-range scheduling.
The management models have a hierarchical structure according to their time resolution.
In a typical run, the interface enables the user to select (or generate) the forecast
ensemble first, followed by the long-range planning model (monthly resolution), the
short-range management model (hourly resolution), and the turbine load dispatching
model. In this execution order, the results of the upper level models are automatically
passed onto the lower level models. In addition, the DSS interface also allows the user
to run all applications independently. The user can start with any of the models without
previously running any of the upper level models. In this case, however, one would
have to prepare the required input data externally. The DSS interface also provides Excel
templates to help the user prepare input data externally for all models.

The INFORM DSS was provided to the operational management agencies pariticpating
in the INFORM project. Training and demonstration workshops have been conducted to
ensure that agency personnel have the necessary knowledge and experience to correctly
use and interpret the results of the software.
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3.0 Weather and Climate Downscaling Models

3.1. Introduction

It is typical that the resolution of present day operational weather and climate prediction
models is much coarser than that required for hydrologic and water resources
applications. Downscaling is the process of deriving finer-resolution information from
larger-scale weather and climate model output for use in applications (e.g., hydrologic
modeling and water resources management). There are primarily two kinds of
downscaling methods: statistical/probabilistic methods and dynamical downscaling
methods.

Statistical/probabilistic downscaling methods use historical data and archived forecasts
to produce downscaled information from large-scale forecasts. These methods may be
based on parametric regressions (e.g., Georgakakos and Smith 2001) or on non-
parametric probabilistic formulations (e.g., Georgakakos 2003; Dettinger et al. 2004).
Their advantages are that they are simple to implement and use and, for regions with
large datasets, they produce unbiased and reliable estimates for periods similar to those
used for their calibration. Their disadvantages are that they require large historical
datasets for calibration and that their ability to reproduce the relationships between
large and small scales diminishes as the future weather and climate conditions change
with respect to those used for calibration

Dynamical downscaling methods involve dynamical models of the atmosphere nested
within the grids of the large-scale forecast models. Typically, one-way nested limited
area weather or regional climate models are implemented to produce finer resolution
gridded information for applications, with coarse-resolution models providing initial
and lateral boundary conditions. The advantage of using dynamic downscaling is that
the physics of the models provide justification for their application under a variety of
weather and climate conditions in a changing climate, especially for situations with
strong boundary forcing (e.g., mountainous terrain, land-sea interfaces). Their
disadvantages are that they are expensive in terms of computational time and data
requirements, they require three-dimensional boundary and initial conditions, and in
most cases they require output bias adjustment procedures for good reproduction of
conditions at the higher resolution.

The INFORM system contains simplified dynamical models for downscaling numerical
weather prediction (NWP) from the GFS, which runs routinely at NCEP. This approach
is feasible for INFORM because of the availability of three dimensional boundary and
initial conditions as discussed in Chapter 2. The INFORM models allow reproduction of
orographic enhancement of surface precipitation, and of the influences of precipitation,
snow cover and soil water on surface air temperature. Model simplification allows for
the production of ensemble downscaled fields with feasible computational time
requirements for INFORM project goals. In addition, and given the limitations in data
availability discussed in Chapter 2, the INFORM system uses probabilistic methods for
downscaling the seasonal ensemble forecasts of the NCEP CFS. The present chapter
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presents the mathematical formulation of the precipitation (Section 3.2) and air
temperature (Section 3.4) downscaling models and evaluates their performance (Sections
3.3 and 3.5, respectively) with historical data from the INFORM region. The authors
present the probabilistic downscaling formulation and performance evaluation with
historical data in Sections 3.6 and 3.7 respectively.

3.2 Formulation of Orographic Rainfall Enhancement Model

In the INFORM system, a newly developed simplified orographic precipitation model is
the means for dynamical downscaling of ensemble GFS NWP forecasts to ensemble
precipitation forecasts on scales of 10 x 10 km? over the mountainous terrain of Northern
California. The simplified orographic precipitation model decouples the momentum
from the moisture conservation equations in the atmosphere. An analytical potential
theory flow solution provides estimates of three-dimensional air velocities (e.g.,
Georgakakos et al. 1999) over complex terrain. The solution uses 700 millibar (mbar)
wind velocities from the GFS model fields. Global forecast system forecast fields also
provide the boundary conditions for a three-dimensional moisture conservation model
based on Kessler (1969), which uses the orographic model flow velocities to produce
precipitation rates over complex terrain. The formulation differs from earlier simplified
approaches (e.g., Pandey et al. 2000; Rhea 1978) in that it produces consistent
three-dimensional velocity fields over complex terrain, and in that it has explicit
microphysical parameterizations for the generation of cloud and precipitation.
Compared to full non-hydrostatic mesoscale models, its computational efficiency allows
the generation of ensemble downscaled forecasts relatively fast while preserving the
deterministic signal in orographic rainfall (see earlier examples in Georgakakos et al.
1999 for the tropics and in Tateya et al. 1991 for the mid latitudes). The model has been
used in a recent HRC study funded by USACE for reconstructing the deterministic
signal in Sierra Nevada rainfall from historical radiosonde observations and analysis
fields.

3.21. Potential Theory Updrafts

Fundamental assumptions for applicability are:

¢ The atmosphere is near saturation.
e The free atmosphere has a steady uniform flow for the time interval of interest.

e The spatial scale of the atmospheric flow fluctuations is longer than the
topographic fluctuations considered.

e The Coriolis effect is assumed negligible for the spatial scales of interest.

With those conditions and for incompressible and irrotational flow without momentum
sources or sinks, the following holds true:
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VxU =0 (1)
and

VelU=0 )

In the previous two equations, V represents the gradient vector and U represents the
three-dimensional velocity vector. Equation 1 shows the vector (or cross) product and
Equation 2 shows the scalar (or inner) product of the two vectors. The first condition of
zero curl implies that there exist a scalar single-valued velocity potential ¢ so that the

velocity field is given by:

U=V¢ 3)

This, when substituted in the incompressible condition (2) of zero divergence (absence
of momentum sources and sinks), yields:

VeVg=0 (4)
or

Vig=0 ()

Equation 5 is Laplace’s equation and its solutions are called harmonic functions. This
equation constitutes the basis for the potential theory flow estimation of three-
dimensional air velocities over complex terrain. The expanded constitutive equation
and boundary conditions are written in the following for a rectangular domain (LxKxH)
whose lower boundary is the complex terrain, whose upper boundary is located in the
upper troposphere, and with the free air stream velocity (700 mbar upstream velocity u.)
aligned with the x-axis.

Solutions of the velocity potential ¢(x,y,z) are sought for the following boundary value
problem:

79,5 7,
ox* o0y* 07’
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with the Neumann boundary conditions specified:

% =u, at y=0 (7)
9 =u, at y=1L (8)
0y

90 w x=0 ©)
Ox

o =0 at x=K (10)
ox

%0 a z=0 (11)
0z

L (12)
0z oy

It is noted that dependence of ¢ on the spatially independent variables is not shown for
notational convenience. The boundary conditions represent conditions on the velocity
field, such that the free stream velocity u. is specified at the boundaries (y=0 and y=L) in
the y-direction under the assumption of flat terrain there; zero velocity is specified in the
x-direction at the boundaries (x=0 and x=L); and zero velocity is specified at the upper
boundary (z=0) in the z-direction, while the lower boundary vertical velocity is forced by
the boundary topographic gradient function (0s/0y) along the direction of u.. By

definition, the velocity components are:

(along x-axis) v= %ﬁ (13)
: op

1 - =— 14

(along y-axis) u & (14)

(along z-axis) w = % (15)

The solutions of Georgakakos et al. (1999) were used in this work to obtain analytical
expressions for the three-dimensional velocity vector at each point in the
three-dimensional rectangular domain. The horizontal resolution is set to 10 kilometers
(km) for both x and y.
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The authors used existing HRC software (e.g., Sperfslage et al. 1999) to produce the
numerical solution of the potential theory flow equations (Equations 6 through 15) for
terrain aligned with the 700-mbar wind velocity. Rotated terrain coordinates are
produced from original Northings and Eastings of 1 km resolution for Northern
California to accommodate incoming wind from different directions. A resolution of n/8
in the interval (0 — 2n] was used, with 0 and 2 signifying wind from the North and with
a clockwise convention for the angles in between (e.g., n/2 signifies wind from the east,
while 37/2 signifies wind from the west). The solutions for each of 16 angles in the
interval (0, 2n] and for unit upstream 700 mbar wind were produced in rotated
coordinates and were used to provide the three dimensional wind vectors to the
atmospheric moisture conservation component described in the next subsection. There is
strong dependence of the watershed-averaged updraft strength on the 700-mbar wind
direction for the Folsom Lake watershed. The compass plot in Figure 12 shows this
dependence for a unit 700-mbar wind with direction that spans the interval (0,2n]
clockwise with resolution of n/8. For real-time application, solutions were pre-computed
and tabulated for a unit 700 mbar wind speed and for 16 directions spanning 360
degrees with a 22.5 degree resolution. This tabulation shortens computational time
significantly, and it is possible because the potential theory flow velocity solutions are
linear in 700-mbar wind speed.

/‘
20 T~ 1%

Figure 12. Mean areal updraft for Folsom Lake watershed as a function of
direction angle from North (shown in degrees) for a unit 700-mbar wind inflow.
The arrows indicate the direction from where the 700-mbar wind is blowing, and
the magnitude of the mean areal updraft as a fraction of the incoming wind
magnitude (contours of equal mean areal updraft are shown as concentric circles
with indicated magnitude). Terrain slope is averaged over 10 km intervals.
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Figure 12 clearly shows that the Folsom watershed terrain generates updrafts for winds
with angles of approach in the interval 180 to 337.5 degrees [r, 7n/4] or for S to NNW
winds. It also shows that the mean areal updraft strength depends non-linearly on the
direction angle due to the terrain morphology (local slopes and Coastal and Sierra
Nevada mountain alignment along the 700 mbar wind direction). Most significant mean
areal updrafts are generated for SSW to WNW winds with magnitudes of about 1.5% of
the 700-mbar wind speeds (e.g., 0.45 meters per second (m/s) averaged over the Folsom
watershed for a 30 m/s 700-mbar wind). These updrafts are responsible for the
generation of orographic precipitation even in the absence of convection in the region.
The next section describes the model for computing surface precipitation on the basis of
the derived three-dimensional air velocities and of microphysical parameterizations.

3.2.2 Precipitation Modeling

The atmospheric moisture model for cloud and precipitation first proposed by Kessler
(1969) is the basis of the orographic precipitation computations (see also microphysical
formulation in Tsintikidis and Georgakakos 1999). The model equations describe the
response of the water content of air to the air motions and microphysical processes:

om =—v6M —u om —(V+w)aﬂ—Ma—V+Mwalnp+k1(m—a)+
Ot ox oy 0Oz Oz Oz (16)

J,EN,*mM " exp(kz/ 2) + k,N,* mM "

a—m: —va—m—ua—m—wa—m+ wG+mwM—kl(m—a)—
ot ox oy 0z 0z (17)

szNOI/SmMWS eXp(kZ / 2) _ k3N07/20mM13/20

The model states are m and M, with the first being the cloud content if positive and the
amount of moisture required to saturate the air if negative, and the second being the
precipitation content (both in units [grams per cubic meter, gm m=?]). The velocities u, v,
and w are as defined earlier for y, x, and z directions, and p represents the air density.
The derivatives dM/dt and dm/dt are in [grams per cubic meter per second, gm m? s],
k =10 [m1] if compressibility of air is taken into account, otherwise zero; k1 = constant
(usually 10° [s']) when m > a, otherwise, k1 = 0; k2 = 6.96 x 10+ when m > 0, otherwise,
k2= 0; ks = 1.93 x 10°* when m < 0, otherwise, ks = 0; V = - 38.3 No 8 M “Bexp(kz/2) [m s];
G is treated as a constant at a given altitude; and 4, E, and N. are parameters (Kessler
used the values of 0.5 [gm m?], 1, and 107 [m*], respectively).

The main assumptions implicit in this system are (adopted from Kessler 1969):

¢ Cloud is condensed water that fully shares the air motion.
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¢ Cloud forms in saturated rising air and evaporates in saturated descending air at
the rate wG = — wp(dQ. / dz) where Q, is the saturation mixing ratio of water in

air computed from radiosonde or embedding model information. Cloud-
containing air is always saturated, and unsaturated air never contains cloud.

e Cloud changes to raindrops that are distributed in size according to an inverse
exponential distribution at the rate ki(m — a), where the magnitude of ki and 2 may
be selected to simulate various processes and rates.

e Precipitation particles once formed are assumed to be distributed in size
according to an inverse exponential law and to collect cloud particles or evaporate
in sub-saturated air according to approximations of the natural accretion and
evaporation processes.

e DPrecipitation shares the horizontal motion of the air, but the vertical mass
transport of precipitation is based on the fall speed of the median-diameter
precipitation particle. The formulation omits change of shape of a distribution by
virtue of differing fall speeds within it, and by evaporation, condensation and
accretion processes.

As part of the downscaling procedure, the numerical code simulates the system of
Equations 16 and 17 using vertical profiles of temperature, pressure, and humidity as
boundary conditions, and utilizing the potential theory flow solutions of the previous
subsection for a given speed and direction of the boundary 700-mbar wind. The code
uses a non-diffusive spline-interpolation method for the computation of three-
dimensional advection (see Pielke 1984; cf. Mahrer and Pielke 1978) and a fourth order
Runge-Kutta integration method for the computation of the source and sink
contributions of Equations (16) and (17) due to microphysical terms. A series of
numerical sensitivity studies was conducted to determine appropriate temporal
discretization intervals for advection (4t,;) and for source/sink term integration (4t;). The
ranges of the intervals examined in each case were: 56 s < A, < 900s;1s < Af; < 300 s.
It was found that A4t=112 s and At=11 s are adequate to reproduce the surface
precipitation magnitude and pattern obtained by a very accurate integration (A4t,=56 s;
Ats=1 s). The sensitivity studies were conducted with boundary conditions taken from
the NCEP operational Eta regional model analysis data obtained for the significant
Northern California storm of the November 7 and 8, 2002. Once the three-dimensional
wind computations of the previous subsection are completed, it takes approximately
2.5 minutes of CPU time on a 1 GHz PC to produce a three-hourly surface precipitation
field for Northern California (from 37°N to 42°N and from 118'W to 125°'W) with a 10 km
resolution in rotated coordinates. This is a small fraction of the time it takes a full
mesoscale numerical weather prediction model to complete the same integration. The
following subsection discusses the evaluation of the simplified orographic precipitation
(SIMOROP) model.
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3.3. Evaluation of Orographic Rainfall Enhancement Model with Data

3.3.1. American River Watershed

The California Nevada River Forecast Center made available six-hourly MAP data for
the period 1969-1992. CNRFC estimated the MAP from precipitation gauge
measurements and standard NWS procedures applicable over mountainous terrain. The
simplified orographic precipitation model was run for the period from 1 November to 15
May (the wet season of the year) for each of the water years from 1969 through 1992.
Six-hourly NCEP reanalysis data were used as input to the model with a resolution of
about 2.5"x 2.5° (about 250 x 250 km?). In this case, the orographic model was the means
for downscaling the reanalysis data. The domain of analysis covered the INFORM
domain in Northern California with a resolution of 10 x 10 km2 On the basis of
available digital catchment boundaries, MAP estimates over the North, Middle, and
South Forks of the American River and the entire Folsom Lake drainage were computed
by averaging the gridded output of the simplified orographic model within each of these
catchments.

Appendix B contains plots of six hourly observed and downscaled MAP estimates for all
the Folsom catchments considered and for the period 1 November through 15 May for
each water year of record. Visual inspection shows that in most cases the downscaled
estimates capture the variability of the observed six-hourly rainfall for the entire 3,300-
km? Folsom Lake catchment and in each of the three sub-catchments (areas from 800 to
1,400 km?). There is a tendency to overestimate the low six-hourly precipitation rates,
especially in the Middle and the South Forks of the American River.

Table 3 shows the values of statistical performance indices for the period of record and
for six-hourly and daily time intervals.

Table 3. Statistical performance of simplified orographic model in wet season
(1969-1992)

Folsom Lake North Fork  Middle Fork South Fork
Six-Hourly Data

Pr 0.52 0.49 0.48 0.46
Tm -0.46 -0.02 -0.74 -1.00
Ts 0.96 0.91 1.10 1.15
Daily Data

o2 0.67 0.66 0.65 0.64
m -0.66 -0.11 -0.97 -1.30
Ts 0.86 0.78 1.00 1.09

The indices computed are the cross correlation coefficient between observed and
downscaled mean areal precipitation estimates (p.), the ratio of the residual mean to the
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observations mean (7,,), and the ratio of the residual standard deviation to the observed
standard deviation (r;). Perfect performance is indicated by values of 1, 0, and 0 for these
three performance measures respectively. The analysis was performed for those time
steps for which the observed MAP was greater than 0.1 millimeter per six hours
(mm/6 hrs) for the six-hourly time step case, or 0.5 mm/day for the daily time step case.
It is apparent that the downscaled estimates exhibit high cross correlation with the
observations even at the six-hour time step for all the catchments examined. The
downscaled estimates have low bias and residual variability that is lower than that of
the observations, especially for the North Fork and the entire Folsom Lake catchment.

These results support the use of the orographic model as the component for
downscaling large-scale weather and climate information for INFORM. Prior to the use
of the downscaled data for hydrologic and water resources analysis, adjustment of the
downscaled estimates is necessary to account for the model bias and residual errors as
indicated in Table 3. This may be done by regressing the observed MAP values on the
downscaled precipitation values, and estimating the linear regression parameters from
the historical data shown in Appendix B. Figures 13 and 14 show the scatter plots of
observed and downscaled MAP together with the regression lines and the regression
equation for six-hourly and daily data, respectively. The observations are denoted by
“O” and the downscaled estimates are denoted by “D” in the regression equations of
these two figures. Thus, after downscaling the weather information to the level of the
catchments, these equations may be applied to the downscaled estimates to yield
unbiased estimates for use by the hydrologic models. Additional analysis may be
pursued to develop these regression equations by month and possibly by magnitude of
downscaled precipitation.

3.3.2. Other INFORM Watersheds

The authors obtained MAP estimates for each of 15 basins throughout the INFORM
application domain from the CNRFC calibration data files. These estimates constitute
“ground truth” for the purposes of this validation analysis as in the previous section.
The orographic precipitation component, used to downscale the GFS information to
surface precipitation, ran for the period 1 November to 15 May (California’s wet season)
for each year from 1969 through present. The NCEP global reanalysis fields provided
six-hourly forcing for the historical period. The output of the orographic model is a
gridded 10 km x 10 km surface precipitation field. Gridded values were averaged within
the basin domains to produce model MAP over the test basins. These model MAP
values were compared to the CNRFC mean areal precipitation values and a number of
statistical performance indices were evaluated to quantify model performance. It is
noted that the resolution of the NCEP global reanalysis model is much coarser than that
of the GFS model. Unfortunately there is no long historical record of GFS analysis data
to perform the analysis with the GFS. It is expected that the results shown here are also
indicative of the lower limit of model performance with GFS analysis fields. It is also
noted that to facilitate the production of a long simulation series of values for the
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domain, for these simulation runs, the global reanalysis data were used to produce
upper air information for the Oakland site, and this information was used to force the
orographic precipitation model for the entire domain. Thus, it is expected that good
performance should be associated with southwesterly winds, which bring moisture to
the INFORM domain. For operational application, other sites may be used as well.

Figure 15 shows a georeferenced (UTM coordinates) map of the larger sub-basins of the
INFORM domain and the location of the basins for which an evaluation of downscaled
mean areal precipitation was made. The latter basins have been identified by the five-
digit CNRFC data code name and are on the western facing slopes of the Sierra Nevada.
The performance analysis results presented below are indexed by the code name of each
sub-basin. In each case, Table 4 associates the code names with the names of the
draining rivers and the major reservoir drainage area.
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Figure 13. Linear regression equations between six-hourly downscaled (predictor)
and observed estimates (predictant) of mean areal precipitation for the Folsom
Lake sub-basins
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Figure 14. As in Figure 13, but for daily data

To account for the fact that precipitation is highly intermittent in the region, the authors
did an analysis of the frequencies of occurrence of zero and low precipitation for both
the simulated and the observed data. Table 5 shows the results for various thresholds of
low precipitation (in mm/6 hrs) and for both the simulations and the observations of
mean areal precipitation. It is evident that the frequency of occurrence of zero
precipitation in the simulations is much lower than that of the observations, indicating
that the model, when forced with reanalysis data, tends to produce significantly more
low precipitation than observed. For the range of low precipitation thresholds examined
in Table 5, it is clear that different catchments require different low precipitation
thresholds to match the frequency of occurrence between observations (equal to zero)
and simulations (less than a low precipitation threshold). The majority of the basins,
however, require a 1 mm/6 hrs threshold to approximate the zero precipitation
frequency of occurrence in the observations.
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Figure 15. Map of INFORM sub-basins. The sub-basins with the CNRFC code
name are used for the evaluation of the orographic precipitation component.

Table 4. Names and code numbers of drainage basins used in the evaluation of

Code
cbdcl:
cnbcl:
dltcl:
ftecl:
hlecl:
iifcl:
mfacl:

mrmcl:

msscl:
nbbcl:
nfdcl:
ordcl:
pitcl:
plgcl:
pllcl:

downscaled precipitation
Name
South Fork, American River - Folsom
Pit River at Canby - Shasta
Sacramento River at Delta - Shasta
Middle Fork feather at Clio - Oroville
South Yuba River
Indian Creek - Oroville
Middle Fork, American River - Folsom
Middle Fork Feather River at Merrimac - Oroville
McCloud River - Shasta
North Yuba River
North Fork, American River - Folsom
Local Feather River at Oroville - Oroville
Pit River at Montgomery Creek - Shasta
North Fork Feather River - Oroville
Lake Almanor drainage - Oroville
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Table 5. Frequency of occurrence of zero and low precipitation

BASIN OBS<=0 O0BS<=1 O0OBS<=2 SIM<=0 SIM<=.5 SIM<=1 SIM<=2 SIM<=3 SIM<=4 SIM<=5
cbdcl 0.71 0.81 0.85 0.34 0.49 0.55 0.61 0.66 0.69 0.73

cnbcl 0.74 0.90 0.93 0.38 0.63 0.72 0.85 0.93 0.97 0.99
dltcl 0.68 0.79 0.83 0.29 0.47 0.57 0.69 0.78 0.85 0.90
ftccl 0.76 0.87 0.91 0.40 0.70 0.82 0.92 0.96 0.98 0.99
hlecl 0.67 0.78 0.82 0.41 0.60 0.65 0.72 0.77 0.81 0.84
iifcl 0.69 0.84 0.89 0.51 0.87 0.91 0.95 0.96 0.97 0.98
mfacl 0.71 0.77 0.83 0.39 0.57 0.60 0.65 0.69 0.72 0.75
mrmcl 0.68 0.78 0.82 0.43 0.63 0.71 0.78 0.82 0.86 0.89
msscl 0.69 0.79 0.83 0.31 0.51 0.58 0.70 0.78 0.85 0.89
nbbcl 0.66 0.77 0.81 0.42 0.58 0.65 0.73 0.78 0.82 0.86
nfdcl 0.71 0.79 0.83 0.41 0.61 0.66 0.72 0.78 0.82 0.86
ordcl 0.69 0.79 0.82 0.45 0.65 0.70 0.77 0.82 0.86 0.89
pitcl 0.68 0.83 0.88 0.33 0.62 0.76 0.91 0.96 0.98 0.99
plgcl 0.69 0.80 0.84 0.43 0.65 0.72 0.80 0.86 0.91 0.94
pllcl 0.70 0.82 0.86 0.36 0.60 0.72 0.85 0.90 0.93 0.95

Figure 16 shows the scattergram of CNRFC-observed versus orographic-model
simulated six-hourly precipitation for simulated amounts greater than 2 mm/6 hrs for
each of the evaluation basins. The figure also includes the corresponding linear
regression lines and parameter values, with the observations being regressed on the
simulations. Such relationships may be used to produce bias adjusted precipitation
estimates in each case. The results in Figure 16 show some relationship between
observed and simulated precipitation for most basins and at the six-hourly temporal
resolution. In all cases, there is considerable scatter of the data about the regression
lines.

To characterize the correspondence of the distribution of precipitation amounts, the
cumulative frequency distribution of six-hourly precipitation observations and
simulations was computed for each basin and for the entire period of record, and it is
shown in Figure 17. The results indicate that in all the cases the shape of the distribution
function is very similar between observations and simulations. The sub-basins of the
Oroville reservoir show overestimation of low precipitation amounts, but for those cases
the observed and simulated distribution are similar for the higher amounts, while for
several basins the entire distribution is reproduced well.

The correspondence of the second moment statistics of the simulated and observed MAP
is examined next. Table 6 shows the mean, standard deviation, and cross-correlation
coefficient between the six-hourly observations and simulations for the two cases. In
Case (a), all the data is used to compute the statistics, including zeros and low rainfall
amounts; in Case (b) only the six-hour time steps for which the simulated value was
greater than a low threshold are used to compute the statistics. Case (a) results occupy
the first five columns of the table and Case (b) results occupy the last five columns of the
table.
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Figure 16. Scatter grams of observed and simulated precipitation and associated
regression lines and parameter values for INFORM region basins
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Figure 16. (cont’d) Scatter grams of observed and simulated precipitation and
associated regression lines and parameter values for INFORM region basins
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Figure 17. Cumulative distribution functions of six-hourly mean areal precipitation
amounts (observed in blue and simulated in red) for several basins of the INFORM
region
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Figure 17. (cont’d) Cumulative distribution functions of six-hourly mean areal
precipitation amounts (observed in blue and simulated in red) for several basins
of the INFORM region
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Table 6. Second moment statistics of mean areal precipitation observations and
simulations for basins of the INFORM region

(a) (b)
BASIN AV-OBS STD-OBS AV-SIM STD-SIM cc-s/o AV-O>T STD-O>T AV-S>T STD-S>T CC-S/O>T
cbdcl 1.40 3.72 4.06 5.89 0.65 4.17 10.87 6.41 6.15 0.57
cnbcl 0.42 0.81 1.44 1.28 0.27 0.86 2.47 2.05 1.33 0.27
dltcl 1.62 1.74 4.66 2.55 0.32 3.26 4.72 6.50 2.77 0.25
ftcel 0.71 0.57 2.55 1.10 0.52 2.80 2.32 5.00 1.60 0.39
hlecl 1.77 2.08 4.87 3.86 0.70 4.79 5.82 7.28 4.65 0.62
iifel 0.82 0.40 2.60 1.33 0.48 2.76 2.68 5.04 2.74 0.52
mfacl 1.71 3.46 4.72 6.01 0.69 5.49 11.20 7.53 6.65 0.58
mrmcl 1.70 1.61 4.72 3.36 0.66 5.20 5.18 7.42 4.50 0.53
msscl 1.67 1.68 4.84 2.46 0.31 3.24 4.71 6.62 2.47 0.31
nbbcl 1.98 2.00 5.41 3.79 0.69 5.26 5.50 8.05 4.71 0.60
nfdcl 1.63 2.06 4.52 3.98 0.67 5.27 6.86 7.23 4.97 0.53
ordcl 1.96 1.55 5.57 3.23 0.58 5.94 4.99 8.75 4.28 0.43
pitcl 0.78 0.67 2.18 1.06 0.51 1.80 1.63 3.16 1.21 0.40
plgcl 1.53 1.19 4.40 2.53 0.59 4.85 3.94 7.07 3.50 0.43
pllcl 1.12 1.04 3.31 2.04 0.59 3.37 3.20 5.39 2.85 0.47

The results of Table 6 make clear that there is an overestimation of low amounts of
precipitation by the orographic model when driven by NCEP reanalysis data, that tends
to produce a high bias in the mean and standard deviation for all the basins examined
(results of case (a)). If only the results above a low precipitation threshold are
considered (case (b)) the bias is reduced significantly, while the cross-correlation of
observed and simulated six-hourly mean areal precipitation maintains values around 0.5
for most cases. This provides confidence that the model, suitably constrained in the low
precipitation amounts, may be used to estimate basin precipitation from upper air global
model data with good six-hourly correspondence to observations.

The results of Table 7 further elucidate the performance of the model by separating the
statistics for the case of southwesterly and northwesterly 700 mbar wind events. The
first five columns of the table correspond to southwesterly events, while the last five
columns correspond to northwesterly events. Clearly, using the global reanalysis data
for the Oakland site favors the performance for southwesterly wind events. However, it
is also important to note that for these events and for certain basins, the orographic
model simulation explains more than 40% of the six-hourly precipitation variance over
basin areas on the order of 1000 km?2. These results attest to the utility of the model as a
downscaling tool.
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Table 7. Second moment properties of simulates and observed mean areal
precipitation for southwesterly and northwesterly wind events

Southwesterly events Northwesterly events
BASIN | AV-OSW STD-0OSW AV-SSW STD-SSW CC-S/0SW AV-ONW STD-ONW AV-SNW STD-SNW CC-S/ONW
cbdcl | 2.70 6.36 5.86 7.87 0.66 1.20 3.84 3.31 4.83 0.58
cnbel | 0.59 1.24 1.84 1.72 0.36 0.49 0.88 1.44 1.09 0.11
dltcl | 3.94 1.85 7.25 3.11 0.38 0.91 2.33 2.69 2.36 0.26
fteel | 1.53 0.90 3.97 1.61 0.59 0.50 0.54 1.72 0.77 0.27
hlecl | 3.58 4.39 7.16 5.58 0.69 1.45 1.63 3.74 2.47 0.65
iifcl | 1.85 1.10 4.12 2.24 0.48 0.53 0.11 1.54 0.25 0.05
mfacl | 3.22 6.46 6.71 8.27 0.68 1.53 3.24 3.95 4.63 0.64
mrmcl | 3.64 3.87 7.15 5.10 0.62 1.27 0.94 3.27 1.58 0.67
msscl | 4.05 1.74 7.56 2.97 0.40 0.95 2.37 2.76 2.39 0.19
nbbcl | 4.11 4.35 8.08 5.61 0.66 1.54 1.48 3.94 2.19 0.66
nfdcl | 3.09 4.55 6.43 5.92 0.67 1.45 1.47 3.77 2.16 0.65
ordel | 4.34 3.58 8.49 4.92 0.53 1.34 1.01 3.72 1.63 0.57
pitcl | 1.56 1.15 3.30 1.53 0.48 0.63 0.66 1.56 0.75 0.45
plgcl 3.40 2.75 6.80 3.90 0.54 1.05 0.78 2.81 1.23 0.60
pllcl | 2.43 2.32 5.13 3.15 0.56 0.80 0.64 2.14 0.93 0.52
3.4. Formulation of Surface Air Temperature Model

3.4.1. Model Equations

The surface air temperature downscaling model is an adaptation of the Advanced
Regional Prediction System (ARPS) mesoscale modeling system developed by Xue et al.
(2000). It couples a column atmospheric radiation model with a two-soil-layer land
surface model. This two-layer model (i.e., surface and deep soil layers) is designed to
simulate the essential processes involved in interactions between the surface air and the
underlying ground with the minimal amount of computation time and the fewest
parameters and complexities. The model is based on the following prognostic equations:

L (R, —H-1E)-22(T, -T)) (18)
ot T

or, 1

—==—(T. -T. 19
at Z'( K 2) ( )
o, _H o0)
o ¢,
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_GW,, =vegP - E,

ot

The meaning of each of the symbols used in this section is given in the following:

Ts: Ground surface temperature
T2: Deep ground temperature
Ta: Surface air temperature

We: Surface soil moisture

Weeg: Surface moisture when gravity and the capillary forces are balanced

W2: Deep soil moisture

W:: Canopy moisture

P: Precipitation rate

Rn: Net radiation

E;: Evaporation from ground

Ew: Transpiration of the dry portion of leaves

E. Direct evaporation from the fraction of foliage
Cr: Land surface heat capacity

Cp: Specific heat of dry air at constant pressure
Ci: Coefficient of the net precipitation

Ca: Coefficient of the perturbated near surface moisture
7. Length of the day

veg: vegetation fraction

di: Top layer depth of soil column, 0.01 m

dz2: Deep layer depth of soil column, 1 m

pw: Density of water

48

(21)

(22)

(23)



Equation 18 expresses that the time rate of change in surface soil temperature is the
residual of the surface energy balance between net radiation R., surface sensible heat
flux H, latent heat flux LE and the soil heat transfer. Equation 21 shows that the time
rate of change in volumetric soil moisture near the soil surface results from the residual
of the precipitation rate at the ground, the evaporation rate from the ground, and the
transfer of surface soil moisture to the deep soil layer. Equations 19 and 22 describe the
heat and moisture budget in deep soil. Equation 23 predicts the time rate of change of
water W in the canopy. Lastly, Equation 20 indicates that in this model the change of
surface air temperature is induced only by the sensible heat H. The functional forms of
various terms in the above set of equations are discussed next.

Thermal coefficients

The thermal coefficient Crin Equation 18 can be written as

1
1—-veg L veg
C; C

C, (24)

v

in which veg is the fractional coverage of vegetation, the thermal coefficient of vegetation
is

C,=10"Km*J" (25)

and the thermal coefficient of bare soil is

w
C — C 7 sat \b/(21n10) 26
G Gsat( Wz ) ( )

where b stands for slope of the retention curve and C,, is the thermal coefficient for

Gsat

bare ground at saturation.

Radiation flux

The net radiative flux in Equation 18 is given by

R, =st(l—a)—ggaTS4 +gac7Ta4 (27)
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in which &, is the emissivity of the earth's surface, lllg; = 0.725 is the emissivity of the

air, o= 5.67*10® Wm?2K+ is the Stefan-Boltzmann constant, and T is the air temperature
at an atmospheric level. The total albedo is a = & + az, where o is the albedo at polar
zenith and oz the zenith angle adjustment to a. The zenith angle adjustment is given by

a, =0.01[exp(0.003286Z"%) -1 (28)

where Z is the solar zenith angle in radians and the minimum albedo o with Z =0 is
dependent on the type of land cover /land use.

Sensible heat flux

The sensible heat flux is given by

H = panthVa(Ts - Ta) (29)

where pa and Vi are, respectively, the air density and wind speed at an atmospheric
level; Can is the exchange coefficient depending upon the thermal stability and
roughness.

Latent heat flux

The latent heat flux is the sum of the evaporation from the soil surface Eg, transpiration
Ew, and evaporation from wet parts of the canopy E:

LE=L(E,+E, +E,) (30)

in which L is the latent heat of vaporization and

Eg = (1 _veg)pacqua [huquat(Tv)_QVa) (31)

where the relative humidity at the ground surface is
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g St (32)

) 0.5[1—cos(zW, /W )]; W <W
L W, =W,

with field capacity Ws = 0.75Waar.

F
El’ = vegpd RW [qVSKJt (TS‘) - qva] (33)
1-F,
Efr = vegpa R + é [quat(Ts) - qva] (34)

in which the wet fraction of the canopy, Fw , is defined as

” 2/3
F =(—— 35
" (Wrmax ) ( )
W .. =02vegLAI(mm) (36)

Here LAI is the leaf area index of vegetation and it depends on the vegetation type. The
aerodynamic resistance is parameterized by

R =—1 (37)

The surface resistance for evapotranspiration is computed as

Rv — RS min (38)
* " LAi FF,FF,
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in which

F _ f+Rsmin /Rsmax
1 I+ f
with
R 2
f=055—-6__*%_
R, LAI

where Rsmax = 5,000 s/m, Rc = Rsw , and Rer depends on the vegetation type.

]

I w,>Ww,

E = { (W= W ) (W= W), W,,<W,<W,

wilt —

0. Wy < W,

wilt

I—(].(]6(:;.,_\.[”&,)—q,.(,)._ ¢{T))~ .0 < 125 glkg

0.25. otherwise

F, =1-0.0016(298.0-T,)*

Surface soil moisture

(39)

(40)

(41)

(42)

(43)

In Equation 21, the surface volumetric moisture Wg; when gravity balances the capillary

force is computed according to
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—&4 — x —ax”(1-x") (44)

in which
x = il (45)
WSGt
In Equation 21, the coefficients are given by
14 L
Cl = Clsal[ - ]2 (46)
Wg
w.
C, =Gy —— (47)
Wsat o W2 + VV[

where Wi is a small numerical value that limits C: at saturation. The parameters Cisa,
Cory, b, and p are soil-texture dependent.

3.4.2. Model Domain and Input

The area of interest covers Northern California and part of northwestern Nevada and
Southern Oregon, with the Sierra Nevada ranges occupying most of the domain. There
are two categories of input datasets. One is composed of parameters such as terrain
height, land-use/land-cover type, leaf area index, vegetation fraction, and others.
Another group of necessary input data is for the radiation transfer computations.
Required variables for the downscaling model are the three-dimensional mixing ratio of
water vapor, cloud and precipitation particles, and three-dimensional air temperature,
including surface air temperature. Also required are incoming radiation, soil surface
temperature and moisture, deep soil temperature and moisture, canopy moisture, and
snow cover information. Since current large scale models have embedded land surface
models of some complexity, these variables may be obtained from the coarse resolution
GFS model.

Important real-time inputs to the temperature downscaling model are cloud and
precipitation estimates. Because the GFS can only provide very coarse resolution
estimates, it underestimates significantly the spatial variability of cloud and
precipitation. The HRC simplified orographic precipitation model downscales coarse
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resolution weather forecasts onto 10 km x 10 km cloud and precipitation (see previous
sections). The INFORM system uses a one-way coupling of these downscaling models to
provide high resolution three-dimensional cloud fields (such as the mixing ratio of cloud
water (qc) and rain (qr)) and two-dimensional surface precipitation fields (p) for the
temperature downscaling model. In addition, the airflow model described in Section 3.2
above, estimates the three dimensional air flow (u, v, w) over complex terrain. This high-
resolution surface air flow is used as an input to the temperature downscaling model to
improve the calculation of the sensible heat and latent heat flux. Lastly, for real-time
operation as part of the INFORM system, the surface air temperature model also
receives boundary snow cover and surface soil water estimates from the hydrologic
component, as described in Chapter 2.

3.5. Evaluation of Surface Air Temperature Model with Data

As a first test, the authors ran the well-known MM5 mesoscale numerical simulation
model with a 100-km grid spacing, to produce products similar to those that are
available from GFS during the operation of the temperature downscaling model as part
of the INFORM system. Similar to the five-day forecast period of the GFS model, a five-
day simulation period was used for MM5. The NCEP global reanalysis data provided
model input and lateral boundary conditions. The MM5 model ran for April 1992,
during the melting period. The model ran at 0000z of April 1, 5, 9, 13, 17, 21, and 25, for a
five-day simulation. Therefore there is one-day overlap for these simulations. After these
100 km resolution simulations were completed, the formulated surface temperature
downscaling model ran using the MM5 output for boundary and initial conditions.

At first, the authors investigated the downscaling model to see if it could reproduce the
subgrid variability of surface air temperature attributable to the finer terrain and land-
cover/land-use features. Figure 18 shows the surface air temperature fields before and
after applying the temperature downscaling model at 0000Z on April 10, 1992.
Significant improvements generated by the downscaling temperature model are evident
when comparing the two panels of Figure 18. For instance, the downscaling model
redistributes surface air temperature based on finer terrain elevation data so that the
lowest temperature in the domain becomes -8°C in the high mountainous region with
elevation greater than 3000 m. The surface air temperature over the lakes is higher than
the neighboring land area at midnight after downscaling. Therefore, this test shows that
after downscaling, the resulting surface air temperature bears the scaling features of
terrain and land use/land cover.
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Surfoce Air Temperature at 0600UTC 04/15/92 (Interpoloted from 100km mm5)
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Figure 18. Interpolated field (no model used) and downscaled field (using the
temperature downscaling model) for the Northern California region for a specific
6-hour period in April 1992 (during the melting period). Both fields have a
resolution of 10 km and are produced using the same 100 km-scale forcing
information.
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A second test used: (1) six-hourly NCEP global reanalysis data for the wet season 1997-
1998, and (2) derived cloud fields from the orographic precipitation model of Section 3.2.
Figure 19 shows the time series of six-hourly averaged observed temperature for the
Chester station within the Oroville drainage (upper panel) and the Weed station within
the Shasta drainage, together with the corresponding six-hourly closest grid-point
estimates from the downscaling model.
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Figure 19. Six-hourly observed (red line and symbols) and simulated (red line and

symbols) temperature for the Chester and Weed (WED) sites and for the wet
season 1997-1998
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The Chester station has coordinates (40.2830N; 121.2330W) and an elevation of 1360 m.
The Weed station has coordinates (41.4790N; 122.4540W) and an elevation of 880 m.
These results indicate that the model reproduces the variability of temperature well,
including longer-term changes in diurnal amplitude and mean daily precipitation. For
the northern station, there is a tendency for underestimation and occasional low
departures of the simulated from the observed values. These errors may be due to the
scale difference between station data and simulated gridded values, the use of
climatological snow and soil water conditions for these off-line tests, and downscaling
model errors. Overall, these tests suggest utility of the temperature downscaling model
for the INFORM forecast component. Chapter 7 provides additional performance
evaluation of the downscaling temperature model when run as part of the INFORM
system for the wet season 2005-2006. For those tests the snow and soil water boundary
conditions are updated every time step from estimates of the hydrologic model
component (see schematic in Figure 6 of Chapter 2).

3.6. Formulation of Probabilistic Climate Forecast Downscaling

As discussed in Chapter 2, the INFORM processing of CFS and GFS data is split into two
different paths, to accommodate the differences in operationally available data for these
two models. Thus, pertaining to the CFS processing path, INFORM ingests seasonal
ensemble forecasts with monthly resolution and wuses probabilistic downscaling
procedures to generate an ensemble of six-hourly mutually consistent precipitation and
temperature data for each of the INFORM drainage basins. Both unconditional ESP
(used operationally by the NWS) and conditional ESP methodologies are used. The
latter methodology uses the ensemble of CFS forecasts with monthly resolution to
condition the time series of precipitation and temperature that enters into the ESP
procedure of the NWS. The generation of the streamflow ensembles for the INFORM
reservoir sites is done off-line, typically once per month. This section discusses the
formulation of the conditional ESP generation, while Sections 3.7.1 and 3.7.2 present
evaluation results for both the unconditional ESP and the conditional ESP
methodologies applied to historical data that include archived CFS forecasts.

Conditioning is done by identifying the tercile of monthly CFS precipitation with the
highest frequency of occurrence in the current CFS ensemble forecasts. Then, the
historical six-hourly precipitation and temperature observed time series of 9 months’
duration that originate at the CFS forecast month are selected, to force the hydrologic
model component if the years of their occurrence have monthly forecast precipitation for
CFS that was in the aforementioned tercile of its distribution. The precipitation and
temperature time series selected provide the input to the hydrologic model that
generates ensemble reservoir inflows for each reservoir site in the INFORM region. The
hydrologic model is described in Chapter 4 and contains components for snow
accumulation and ablation, soil moisture accounting, and channel routing. The
formulation and parameters of the model components mirror those of the operational
CNRFC hydrologic forecast models. The output of the hydrologic model when forced
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with the ensemble of precipitation and temperature for each basin in the INFORM
domain is a set of reservoir inflow time series at the sites of the INFORM study
reservoirs. These ensembles then feed the INFORM decision model.

Figure 20 shows the mathematical formulation of the probabilistic downscaling. The
approach is a sample path approach that was used earlier in Carpenter and
Georgakakos (2001) and Georgakakos (2003). It uses the ability of the CFS to
consistently forecast monthly precipitation in the upper or lower terciles of its
distribution when the observations are in the corresponding tercile of their distribution.
It also considers the model errors of the hydrologic model in generating ensemble
streamflow forecasts.

3.7. Evaluation of Probabilistic Climate Forecast Downscaling

3.71. Unconditional ESP

For each major reservoir, the ESP methodology generated ensemble inflow simulations
(1) on a daily-basis, with six-hourly resolution and extending 90 days from the ensemble
preparation date, and (2) on the first of each month, with monthly resolution and
extending 12-months from the preparation date. The ensemble simulations spanned the
historical period October 1961-September 1999. This section reports on a probabilistic
evaluation of the retrospective ensemble simulations of reservoir inflow. The analysis
examines the ensemble simulations capability to reliably reproduce selected “target
events” with good resolution and sharpness properties, which are defined in the
following sections. The “observations” of reservoir inflows were defined as the available
full natural flow (FNF) estimates provided by CNRFC. Reliability diagrams are
presented to summarize the analysis, as these compactly display the full frequency
distribution of the ensemble simulations and are thus more informative than single
scalar performance measures. The theoretical basis for ensemble forecast evaluation and
development of the reliability diagram is discussed by Wilks (1995). Selected reliability
diagrams are presented in this section.

3.71.1. Validation methodology

For analysis of the generated long-term (seasonal or longer) ensemble simulations, this
study defines the “target events” on the basis of multi-month inflow volumes.
Specifically, the target events considered are defined by the 30-, 60- and 90-day, and
six-month inflow volumes occurring in the upper and lower terciles of the observed
inflow volume distribution. Therefore, the analysis investigates the ensemble simulation
of both low-flow volumes and high-flow volumes.
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FORECAST THEORY

Lake Inflow Ensemble Generation:
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Figure 20. Theory of ensemble precipitation forecast downscaling from CFS
precipitation forecasts
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To account for the seasonal cycle in observed streamflow, the upper and lower tercile
volume limits were defined on the basis of standardized inflow volume anomalies:

Voi)-V,
Aty =D Vo (48)
SN,mo(i)

where A(i) is the computed anomaly for the i preparation time, V(i) is the observed N-

day inflow volume computed on the i preparation time, V) ., is the mean N-day

inflow volume computed from all preparation times beginning in the month of i
preparation time, and Sy is the standard deviation of the N-day inflow volume for the
month of i. Here N corresponds to the 30-, 60-, or 90-day volume. Due to the serial
correlation of streamflow, particularly at the daily and sub-daily scale, the observed and
ensemble inflow volumes and ensembles were computed every five days (specifically on
the 1st, 6th, 11th, 16th, 21st, and 26th of each month). Figure 21 illustrates the
distribution of the 30-, 60-, and 90-day observed inflow anomalies for the Oroville
Reservoir on the Feather River. The anomaly values associated with the upper tercile
and lower tercile of the observed distributions were extracted to compute the monthly-
varying lower tercile and upper tercile volume thresholds used in the reliability analysis.

The longer ensemble simulations, extending one year from the ensemble preparation
date, were generated only on the 1st of each month in the retrospective analysis. The
upper and lower tercile six-month inflow thresholds were computed similarly to
Equation 48 above; however, the mean and standard deviation were computed from
seasonally pooled volumes, in contrast to the monthly statistics indicated above.
Accordingly, the upper and lower tercile thresholds varied on a seasonal scale. The
seasons were defined for winter (JEM), spring (AM]), summer (JAS), and fall (OND).

For each reservoir, eight target events are defined: (a) Vn < Vix and (b) Vv > VUy, where
Vn is the N-duration volume, Vin is the lower tercile N-duration volume threshold and
VUn is the upper tercile N-duration volume threshold with N=30, 60, and 90 days and six
months. The target events represent the volumes occurring in the lower tercile and the
upper tercile of the observed inflow volume distribution.

Reliability diagrams were constructed for each of these events and for each major
reservoir. For example, Figures 22 through 25 contain the 30-day volume diagrams for
the Folsom, Trinity, Shasta, and Oroville Reservoirs, respectively. Additionally, the
analysis was repeated for the “wet season” only. The wet season analysis considered
only the ensemble simulations and the observed inflow volumes occurring from October
through April. The relevant figures for the wet season analysis are discussed in the
following paragraphs.
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In Figures 22 through 25, the reliability diagrams for the two target events of a given
inflow duration are included, with inflow volumes in the lower tercile given in the
left-hand panels, and inflow volumes in the upper tercile presented in the right-hand
panels of each figure.
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Figure 21. Distribution of N-day inflow volume anomalies for Oroville Reservoir

The reliability diagram presents the observed frequency of occurrence of a target event
relative to the ensemble frequency. If Fi denotes the probability of the target event
occurring at the preparation time I, as determined by the ensemble simulations, and O
signifies the observation of the target event occurring at preparation time i, then the joint
probability distribution of the simulations and observations, p(F;Oi), fully characterizes
the ensemble simulations and observations at time i, considered as stationary random
processes for varying time. The joint probability may be decomposed into a conditional
and a marginal distribution:

p(F;,0i) = p(Oil Fi) p(Fi). (49)
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Figure 22. Reliability diagram for Folsom Reservoir 30-day inflow volumes in the
lower tercile (left-hand column) and upper tercile (right-hand column) of the
observed distribution
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Figure 23. Reliability diagram, as in Figure 22, but for Trinity Reservoir 30-day
inflow volumes
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Figure 24. Reliability diagram, as in Figure 22, but for Shasta Reservoir 30-day
inflow volumes
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Figure 25. Reliability diagram, as in Figure 22, but for Oroville Reservoir 30-day
inflow volumes
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These distributions are represented in the combined “sharpness/reliability” diagram
(Fiugres 22 through 25). The marginal distribution describes the frequency of use of
various frequencies of occurrence of the target event by the ensemble simulation in the
range [0,1]. The marginal distribution is shown in the bar plots of the upper half of the
tigures. The marginal distribution allows for the examination of the sharpness of the
ensemble simulations. Low-sharpness ensemble simulations reproduce results similar
to the climatological exceedance frequencies of the target event. High-sharpness
(desired attribute) simulation results deviate significantly from the climatological
exceedance frequencies. When the probabilities are concentrated near 0 and 1, the
simulation results are described as being “extremely sharp.”

The reliability of the ensemble simulations is assessed using the conditional probability
distribution. ~ The conditional distribution describes the observed frequency of
occurrence of the target event given the simulation frequency in a specified range:
fit <Fi < fiH, where the range of Fi is divided into subintervals (in our analysis, deciles).
Reliability compares the correspondence of a given simulated frequency to the sample
frequency of observations for times when the simulated frequency is within the range of
interest. Thus, the reliability is a measure of whether the simulated frequencies of the
target event correctly estimate the true frequency of event occurrence. This is presented
in scatter plots shown in the lower portion of the included figures. The abscissa
designates the range in the computed ensemble frequency, and the ordinate the
conditional observed frequency. The 1:1 diagonal signifies the case of perfect reliability.

Large deviations from equality for a particular subinterval indicate unreliable
simulation in the frequency subinterval for the target event. Assuming the probability
of finding the observed inflow volume satisfying the target event in a given subinterval
is fixed and equal to the subinterval middle value, a goodness of fit test is devised.
Under this assumption, the number of observations, No, within a certain subinterval
follows a binomial distribution with an expected value Nsp and variance Nsp (1-p), where
Ns is the number of observed inflow volume samples in the subinterval and p is the
constant probability of the subinterval (e.g., Benjamin and Cornell 1970). The
standardized residual vis defined:

NO - NSp

VN, p(1-p)

The central limit theorem applies if Nip is not too small (ie., > 10); then v is
approximately normally distributed with zero mean and variance of one, and V2 is 2
distributed. This residual was used to define 95% confidence error bars included in the
reliability diagrams. Deviations outside of these error bounds indicate unreliable
ensemble simulations. Considering Figure 22, it is evident that the error bars are narrow
for the frequency ranges with the high number of samples (N, as indicated in the bar

64



plot of the upper diagram). For the 30-day volumes in the upper tercile for Folsom
Reservoir, most of the observed frequencies fall within the error limits, with the
exception of frequencies in the ranges [0.2, 0.3] and [0.9, 1.0]; therefore the ensemble
simulations for the event “inflow volumes in the upper tercile,” are reliable across most
frequency of occurrence ranges.

The conditional distribution may also be used to assess the “resolution” of the ensemble
simulations. Resolution summarizes the ability of the ensembles to distinguish
differences in the conditional frequency of observations for different simulated
frequencies of the target event. Focusing on right-hand column of Figure 25 (30-day
volumes in the upper tercile for Lake Oroville), there is a distinct increase in observed
frequency over the simulation frequency range [0, 0.4]. However, over the simulated
frequency range [0.4, 0.8], the conditional observed frequency maintains values near
0.55. Consequently, the ensemble simulations exhibit low resolution over this latter
frequency range.

3.7.1.2. Reliability results

The results of the probabilistic analysis of the retrospective ensemble simulations are
discussed in this section for each of the major reservoirs. These results are obtained from
the unconditional ESP methodology of the NWS. The reader should keep in mind that
the forecast skill in ESP methodology for a particular forecast preparation time is due to
the long memory of snow and soil water processes represented in the hydrologic models
of INFORM, rather than the skill of the atmospheric input to the ESP procedure.

Folsom Reservoir, American River

The reliability diagrams for Folsom Reservoir were constructed for the 30-, 60-, 90-day
and six-month for ensemble simulations produced during all months of the
retrospective analysis. The wet-season diagrams (covering ensemble simulations
produced and the observed inflow distribution for the months of October through April
only) were also constructed. For the 30-, 60-, and 90-day lower tercile inflow volume
event, the marginal distribution shows a concentration of probability mass in the lowest
[0, 0.1] simulated frequency range, indicating sharpness for this target event. There is,
however, a tendency toward lower sharpness at the 90-day inflow volume case. The
upper tercile inflow volume event also displays lower sharpness across the target
events. For both the upper and lower tercile events, the ensemble simulations show
good resolution and are reliable with only a very few deviations outside the 95%
confidence bounds.

For the longer-term, six-month inflow volume events, it is first apparent that the
confidence bounds are significantly wider, particular at the higher ensemble frequency
range, due to the fewer number of samples (recall that the year-long ensembles were
produced only on the first of each month). The marginal distribution again shows higher
sharpness for the lower tercile inflow volume event when compared to the upper tercile
event. The condition distribution that indicates the ensembles are reliable and exhibit
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fairly good resolution throughout the simulated frequency ranges, for both inflow
volumes in the lower tercile and in the upper tercile.

For the wet seasons, the reliability diagrams indicate similar results, but with lower
sharpness in the marginal distribution and larger deviations from the perfect reliability.
In spite of these larger deviations, most of the observed conditional frequencies remain
within the confidence bounds, and are thus reliable. There is a trend toward
underrepresentation of the observed frequency of the lower tercile inflow volume at
higher frequency values for the 60- and 90-day inflow volume durations.

Trinity Lake, Trinity River

The reliability diagrams for Trinity Lake were constructed for the 30-, 60-, 90-day and
six-month durations for all months and for the wet season. The analysis period covers
May 1963 through September 1999, due to the length of the historical observation record.
In contrast to the results for the Folsom Reservoir, the marginal distribution for Trinity
Lake shows higher sharpness for both the lower and the upper tercile inflow volume
events for the 30-, 60-, and 90-day durations. The upper tercile events indicated good
resolution, albeit with a tendency to over-represent the observed frequency and to be
slightly outside the reliable confidence bounds. The resolution of the lower tercile inflow
event tends to be low as the simulation frequency increases.

For the six-month duration analysis, the lower tercile event demonstrates high
sharpness, but at the expense of resolution at higher simulation frequency ranges. The
ensembles remain reliable for both the lower and upper tercile event, although the
confidence bounds are quite wide at the higher frequency ranges. For the wet season
analysis, the reliability and resolution are improved for both the lower tercile volume
and upper tercile volume events. However, the resolution for the lower tercile events is
reduced at the higher (90-day and six-month) durations.

Shasta Reservoir, Sacramento River

The reliability diagrams for Shasta Reservoir were constructed for the 30-, 60-, 90-day
and six-month inflow volume for all months and for the wet season. The historical
observation record and analysis period cover the period October 1961-September 1992.
The lower tercile inflow volume event exhibits good resolution and reliability in all
frequency ranges except the highest decile (0.9-1.0) for each of the 30-, 60-, and 90-day
durations. The marginal distribution also exhibits sharpness for the lower tercile event,
although the sharpness decreases with the longer durations. The observed frequency of
the upper tercile inflow event is over estimated by the ensembles and is generally
outside the reliability bounds for all durations. Similar the Folsom Reservoir, the
marginal distribution for Shasta Reservoir shows low sharpness for the upper tercile
inflow volume events for the 30-, 60-, and 90-day durations. While within the confidence
limits, the observed frequency of the upper tercile six-month inflow event, again, tends
to be over estimated by the ensembles, while that of the (six-month) lower tercile event
is under estimated over several frequency ranges. The wet season analysis indicates
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similar conclusion as the analysis for all months in terms of reliability and resolution.
However, the wet season marginal distributions indicate lower sharpness for all events.

Oroville Reservoir, Feather River

The reliability diagrams for Lake Oroville were constructed for the 30-, 60-, 90-day and
six-month inflow volumes for all months and for the wet season. The historical
observation record and analysis period cover the period October 1961 through
September 1997. The analysis indicates good reliability and resolution for each of the
30-, 60-, and 90-day inflow events (for inflow volumes both in the upper and the lower
terciles). As for Folsom and Shasta Reservoirs, the marginal distribution for the upper
tercile inflow events points toward lower sharpness, particularly as the volume duration
increases. The six-month upper tercile inflow volume event is reliable, with the
exception of the highest frequency range (0.9-1.0), and shows reduced resolution at
these higher frequency ranges. The six-month lower tercile event results again suggest
good resolution with lower sharpness than the shorter duration volumes, but generally
reliable ensemble simulations.

For the wet season analysis of the Oroville Reservoir, the conditional distribution
indicates reliable ensembles especially for the 30-day lower tercile event, with a trend for
under estimation of the observed frequency at higher frequency ranges. The ensemble
simulations are also reliable with respect to inflow volumes in the upper terciles for the
30-, 60-, and 90-day durations. For the six-month duration wet season events, reliability
and resolution is good in the lower frequency range (e.g., < 0.5). At higher simulation
frequencies, the resolution is reduced and the confidence bounds become quite large,
due to the low sample size (the criterion for Ns*p to be “not too small” for the central
limit theorem to apply is likely violated).

Conclusions of Reliability Analysis

In summary, the probabilistic analysis of the retrospective ensemble simulations
indicates generally reliable simulations for multi-month inflow volumes occurring
within the lower and the upper terciles of the observed distributions. A notable
exception is the over-representation of the upper tercile observed frequency for the 30-,
60-, and 90-day inflow volumes for Shasta Reservoir. The marginal distribution of the
ensemble simulations frequency consistently exhibit higher sharpness, or deviation from
the climatological exceedance frequency, for the cases of low inflow volume (volumes in
the lower tercile). The resolution of the ensemble simulations is usually good, in
particular over the lower simulation frequency ranges. The wet season analysis yielded
similar results and conclusions as the analysis for all seasons, although the confidence
limits allowed for a wider range of reliable observed frequencies, due to the reduced
number of simulations.
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3.7.2. ESP Conditional on CFS Forecasts

3.7.21. Data and methodology

NCEP archived CFS monthly-resolution 15-member ensemble forecasts for the period
January 1981 to December 2003. The CFS monthly-averaged surface precipitation
forecasts with a one-month lead time were used to segregate the six-hourly simulations
of rain plus melt from the drainage areas of Trinity (Trinity River), New Bullards Bar
(NBB; Yuba River), Folsom (American River), Oroville (Feather River), and Shasta
(Sacramento and Pit Rivers). The six-hourly rain plus melt values were segregated into
two groups based on whether the historical month in which they fall has a first-month
surface precipitation CFS forecast in the upper or the lower tercile of its distribution.
The two resultant distributions of the six-hourly rain-plus-melt for each month of the
year were subjected to a Kolmogorov-Smirnov (K-S) hypothesis test to determine
whether they are from different populations. The cumulative histograms of the two
distributions were plotted to also determine whether the segregated distributions had a
direct association to the segregating CFS terciles (high with high and low with low).
These histograms were also used to decide whether the first-month CFS forecast would
produce adequate samples for segregating the distributions, as the K-S test is powerful
for the central region of the distribution. In addition to the Kolmogorov-Smirnov test,
the Wilcoxon rank sum test was performed. This is a two-sided test of the hypothesis
that two independent samples come from distributions with equal medians. This test is
useful in case the two segregated distributions are identical, except possibly from a
locational shift. The mean, median, standard deviation, and skewness coefficient were
computed for each of the two segregated rain-plus-melt distributions for each watershed
and each month of the year.

Conditioning of the ensemble streamflow prediction (ESP) procedure is done during
real-time operation when the following two conditions are met: (1) the segregated snow-
plus-melt distributions are statistically different for the first-CFS forecast month; and
(2) there is a direct association of the terciles of the segregated distributions with those of
the CFS monthly precipitation forecasts (high with high and low with low). The
conditioned ESP procedure generates ensemble reservoir inflows for the Northern
California reservoirs of INFORM. The rank sum test was also used to find cases for
which the segregated distribution medians were statistically indistinguishable, to
exclude these cases from using the CFS forecasts to condition the ESP procedure. The
terms pksand prs are the probabilities of observing the given result by chance if the null
hypothesis is true—that is, segregated distributions are statistically indistinguishable
(pxs), or the medians are equal (prs). Small values of p cast doubt on the validity of the
null hypothesis. In all cases, a confidence level of 1% is used to decide the validity of the
null hypothesis.

The CEFS forecasts are available on a grid with a 2.5°x 2.5° resolution. For this analysis,
the closest CFS grid point to the centroid of the watershed of interest is used to provide
data for this analysis (see Table 8 for associations of grid points and basin centroids).
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The tercile values for the two grid points of interest are shown in Table 9. The analysis is
done for rain-plus-melt time series from the three watersheds of interest. The rain-plus-
melt time series from the upper region of the Trinity Reservoir watershed, the upper
region of the Yuba River that flows into New Bullards Bar, the upper region of the North
Fork of the American River that flows into the Folsom Reservoir, the upper region of the
Feather River that flows into Oroville Reservoir, and the upper region of the Shasta
drainage area. The time series has a six-hourly resolution in all cases, and they are
produced by simulations of the calibrated INFORM hydrologic models. The historical
record for these simulations is January 1950 through December 1999 for Trinity, and
October 1960 through September 1999 for the other drainage areas.

Table 8. CFS grid points and watershed centroids (degrees)

Watershed Centroid® CFES Closest Grid-Point

Latitude Longitude Latitude Longitude
Trinity 41.02 122.72 40.00 122.50
NBB 39.48 120.78 40.00 120.00
Folsom 38.95 120.55 40.00 120.00

) Centroid coordinates are approximate.

Table 9. Tercile values for CFS-forecast monthly precipitation

Grid Point (Lat:40.000; Lon:122.500)

JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC
UPPER 9.02 7.74 7.03 3.28 1.58 0.62 0.06 0.07 0.56 2.58 8.18 9.31
LOWER 5.06 4.39 4.01 1.74 0.78 0.17 0.01 0.01 0.15 1.08 4.58 5.53

Grid Point (Lat:40.000; Lon:120.00°)

JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC
UPPER 6.32 6.16 5.70 3.52 2.71 1.63 0.36 0.31 0.88 2.29 6.43 6.85
LOWER 3.88 3.50 3.57 1.98 1.40 0.53 0.03 0.03 0.24 1.06 3.62 4.12

Lastly, the authors constructed reliability diagrams for the ESP conditioned by CFS
forecasts in a similar fashion to that reported for the unconditional ESP runs. The
discussion of these diagrams is included in the next section. Appendix C presents the
results in table form for all cases.
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3.7.2.2. Results and discussion

Trinity

Table 10 and Figure 26 show the validation results for the Trinity tests. On the basis of
these results, the research team concluded that for all the months the segregated
distributions of rain-plus-melt are statistically distinguishable, the high from the low, at
the 1% confidence level. However, the cumulative distribution plots indicate that for
September and November there is an inverse relationship between the high and low
cumulative probability distributions and segregating CFS monthly precipitation forecast
terciles—that is, the high tercile is associated with a distribution of smaller values. The
mean values of the samples also confirm that for September and November there is an
inverse relationship of central tendency values with CFS tercile rank. In all cases, the
Wilcoxon rank sum test indicates distinguishable median values at the 1% confidence
level. For most cases (apart from September and November) the sample standard
deviation is higher for the sample conditioned with high tercile CFS forecasts. Apart
from August, the skewness coefficient is higher for the low CFS tercile-generated
sample. The plots in Figure 26 also indicate that for the months of May and October for
considerable cumulative distribution range the distributions are very close. It is thus
suggested (in a conservative sense) that CFS-conditioned ESP may be used for the
Trinity basin for all months except when the first-month of monthly surface
precipitation is May, September, October, or November, when unconditional ESP
should be used.

New Bullards Bar

Table 11 and Figure 27 show the results for the New Bullards Bar Reservoir drainage on
the Yuba River. In this case too, the distributions are distinguishable at the 1%
confidence level except from May. The same is true for the Wilcoxon rank sum test. The
plots of the cumulative distributions show that for September and November the
relationship between the distributions and the conditioning CFS precipitation terciles is
inverse (i.e., high to low and low to high). It is notable that the means for September
through November also bear an inverse relationship to the high and low terciles of the
conditioning CFS monthly precipitation. It is also notable that the results for October
show regions of cumulative distribution (high values) that are very close among the two
segregated samples. The research team concludes that CFS conditioning of ESP should
be used in all months but May, September, October, and November in this case, too.

Folsom

Table 12 and Figure 28 show the results for the Folsom Reservoir drainage on the
American River. Following the same reasoning as previously described, the research
team concludes that for this case, conditioning of the ESP procedure may be done for all
the months except for May, September, October, November, and December.
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Oroville

In this case Table 13 and Figure 29 show the results for the Oroville Reservoir drainage
on the Feather River. The research team concludes that conditioning of the ESP
procedure may be done for all the months except for May, September, October, and
November.

Shasta

Table 14 and Figure 30 show the results for the Shasta Reservoir on the Sacramento and
Pit Rivers. On the basis of these results the research team concludes that conditioning of
the ESP procedure may be done for all the months except for (possibly) September,
November, and January.

Reliability Diagrams

Figures 31 through 34 show the reliability diagrams for 60-day reservoir inflow volumes
in the upper and lower tercile for Folsom, New Bullards Bar, Oroville, and Shasta. The
data is for the period 1981-1999 and for the wet season only (October through April).
Because of the reduced number of samples in these diagrams and for a fair comparison,
the authors also produced analogous unconditional ESP diagrams with the same
number of ensemble members as in the corresponding case of CFS-conditioned ESP.
These ensemble members were randomly selected from the unconditional ESP
ensemble. Figures 35 through 38 show the unconditional ESP reliability diagrams
mentioned. On the basis of these results the research team concludes that conditioning
of the ESP procedure on CFS forecasts provided with monthly resolution offers limited
improvement over the unconditional ESP results.
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Table 10. Validation results for Trinity

APR MAY JUN JUL AUG SEP
2.067e-027 7.660e-005 3.662e-019 9.919%e-012 1.893e-014 1.121e-010
2.277e-029 6.129e-003 2.527e-014 4.791e-013 2.108e-021 2.774e-004
0.080 0.080 0.080 0.080 0.080 0.080
0.080 0.070 0.080 0.080 0.070 0.070
1.219 1.007 1.242 1.156 1.146 0.845
0.861 0.870 1.048 0.951 0.815 1.050
3.227 2.669 3.322 2.944 3.077 2.230
2.486 2.560 2.991 2.708 2.271 3.110
5.971 5.153 5.955 5.042 5.989 5.757
7.386 7.718 7.420 6.741 5.868 6.674
Table 11. Validation results for New Bullards

APR MAY JUN JUL AUG SEP
3.568e-034 1.208e-001 5.947e-028 3.809e-006 1.292e-031 2.044e-021
8.243e-050 8.730e-001 2.938e-037 4.303e-008 9.823e-037 1.473e-024
0.140 0.080 0.150 0.080 0.170 0.080
0.080 0.080 0.080 0.080 0.080 0.080
2.250 1.904 2.322 2.045 2.128 1.543
1.497 1.791 1.461 1.654 1.731 2.257
5.843 5.052 5.718 5.286 5.283 4.324
4.244 5.133 4.330 4.377 4.916 5.717
7.260 6.582 5.098 6.029 6.165 7.223
7.289 8.207 6.813 6.386 6.085 5.790

Table 12. Validation results for Folsom

APR MAY JUN JUL AUG SEP
1.856e-021 9.286e-005 4.402e-037 4.591e-010 7.149e-012 4.996e-023
2.619e-026 5.893e-002 3.100e-031 1.168e-006 3.398e-008 9.914e-018
0.030 0.020 0.030 0.030 0.030 0.020
0.020 0.020 0.020 0.020 0.020 0.030
1.448 1.208 1.461 1.341 1.368 1.037
0.969 1.167 1.069 1.137 1.210 1.454
3.823 3.476 3.951 3.640 3.700 2.899
2.853 3.343 3.453 3.218 3.457 3.943
5.989 6.237 5.443 5.939 6.144 6.332
6.988 6.971 7.055 6.648 6.220 5.774
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Figure 27. As in Figure 26, but for New Bullards Bar Reservoir drainage on the
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Figure 28. As in Figure 26, but for the Folsom Reservoir drainage on the
American River
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Figure 31. Reliability diagram for Folsom Reservoir 60-day inflow volumes in the
lower tercile (left-hand column) and upper tercile (right-hand column) of the
observed distribution. ESP conditioned on CFS.
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Figure 32. Reliability diagram, as in Figure 31, but for New Bullards Bar
reservoir inflows
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Figure 33. Reliability diagram, as in Figure 31, but for Oroville reservoir inflows
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Figure 34. Reliability diagram, as in Figure 31, but for Shasta reservoir inflows
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Figure 35. Reliability diagram, as in Figure 31, but for unconditional ESP with 15

ensemble members. Folsom reservoir inflows.
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Figure 36. Reliability diagram, as in Figure 35, but for New Bullards Bar

reservoir inflows
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Figure 37. Reliability diagram, as in Figure 35, but for Oroville reservoir inflows
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Figure 38. Reliability diagram, as in Figure 35, but for Shasta reservoir inflows
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4.0 Hydrologic Models

41. Introduction

This chapter discusses the formulation and evaluates the performance of the land
surface hydrology models of INFORM. The objective of the analysis is twofold:
(1) to validate the operational hydrologic forecasts of reservoir inflow and, if necessary,
refine the hydrologic model parameter values; and (2) to develop, implement and test
the stand-alone hydrologic model for the entire INFORM area for use as part of the
integrated INFORM system. The hydrologic component of INFORM consists of a snow
accumulation and ablation model, the Sacramento soil water accounting model, and a
channel routing model. These models are adaptations of the operational forecast models
used at the CNRFC. The parameter sets of the INFORM snow and soil water models are
drawn from those of the CNRFC models. The INFORM channel routing model differs
from the operational routing model, but the parameters of these two models have a
direct relationship. The analysis in this chapter uses historical data for the drainage areas
of the four major Sierra Nevada reservoirs: Trinity, Shasta, Oroville, and Folsom.

The chapter first presents descriptions of the land surface hydrology model components,
followed by a description of the model application drainage areas, and by a discussion
of the subdivision into catchments for both the operational and stand-alone hydrologic
models. Section 4.4 discusses the data collected to comprise the INFORM Project
Hydrometeorological Database, with a complete listing of all data provided in
Appendix D. Given the importance of snow accumulation for the Sierra Nevada water
resources, the authors conducted a sensitivity analysis of the snow model with respect to
parameters and input air temperature, with results presented in Section 4.5. The last
section, and the bulk of this chapter, focuses on the evaluation of reservoir inflow
simulations for both the operational and stand-alone models for the four major
reservoirs. The assessment of the quality and utility of the real-time INFORM hydrologic
forecasts is reserved for Chapter 6.

4.2, Formulation of Hydrologic Model Components

The objective of hydrologic models within INFORM is to represent the physical
processes within each catchment of interest so that, when driven by atmospheric forcing
(e.g., precipitation, temperature) and for known catchment physical characteristics (e.g.,
topography, land cover), the models generate streamflow hydrographs at the catchment
outlet that reproduce the corresponding observed hydrographs. The National Weather
Service River Forecast System (NWSRFS) that facilitates operations at the CNRFC
contains a variety of hydrologic models and procedures for operational streamflow
forecasting. Of interest in this work are the continuous-time hydrologic simulation
model components, which are utilized for operational inflow modeling of the major
Sierra Nevada reservoirs at CNRFC. These model components, adapted to suit the
INFORM data environment, serve as the basis of the developed stand-alone INFORM
hydrologic model. The model components estimate the catchment states (e.g., snowpack
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liquid water equivalent, snowpack energy properties, soil water volume, and channel
water volume) and outputs (e.g., rain plus snowmelt, runoff, and channel flow) at each
time step on the basis of initial conditions and hydrometeorological input forcing. The
three major model components include: snow accumulation and ablation (SNOW-17);
basin rainfall-runoff model (Sacramento Soil Moisture Accounting (SAC-SMA)); and
unit-hydrograph/channel routing procedures. A short description of the model
components follows.

4.21. Snow Accumulation and Ablation Model

For the Sierra Nevada, special attention is given to the snow model. The Sierra Nevada
intermittent seasonal snowpack contributes approximately 70% to the annual flow. The
interaction of snow accumulation and melt controls seasonal flows and is responsible for
the interannual flow regime. The snow model used is the NWS Hydro-17 model (often
called SNOW-17). For a detailed description, the interested reader is referred to NOAA
Technical Memorandum NWS HYDRO-17 (Anderson 1973) and NOAA Technical
Report NWS 19 (Anderson 1976). This model is constructed to account for the energy
and mass balance of the snowpack, and was developed to run in conjunction with a
rainfall-runoff model. The model is driven by mean areal temperature (MAT) and mean
areal precipitation (MAP), and computes the combined rain plus snowmelt input to the
soil water model. The model requires values for 13 model parameters, as listed in Table
15. In addition, the model requires a relationship between snow water equivalent (SWE)
and snow cover area (SCA), and another that relates terrain elevation to catchment area.

Mean areal temperature is used as an index for the energy exchange across the snow-air
interface in the computation of snowmelt heat exchange and for the determination
snowfall versus rainfall. The energy balance of the model is indexed by the pack heat
deficit, which is used to refreeze available liquid water in the snowpack. Model states
are the energy deficit in the snowpack, an antecedent temperature index that
approximates snowpack temperature, the liquid water equivalent of the snowpack, and
the volume of the liquid water of the snowpack. During periods with no precipitation
but warm temperatures, a seasonally varied melt factor is used to produce the volume of
melt. For rain-on-snow events, the model uses a simplified energy balance approach
that considers temperature and precipitation data. The formulation also accounts for
snow-soil interface flux, liquid water storage in the pack, and transmission of liquid
water through the snowpack. To better understand the factors that affect the model, the
authors conducted a sensitivity analysis with respect to the snow model input and
parameters (Section 4.5).
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Table 15. Hydrologic Model Parameters

SNOW MODEL PARAMETERS

SCA:
MFMAX:
MFMIN:
NMF:
PLWHC:
TIPM:
MBASE:
UADJ:

DAYGM:
PXTEMP:
SI:

ELV:
PADJ:

SNOW CATCH ADJUSTMENT FACTOR
MAXIMUM MELT FACTOR (MM DEGC-! D)

MINIMUM MELT FACTOR (MM DEGC-! D)

MAXIMUM NEGATIVE MELT FACTOR (MME DEGC-! D)

FRACTION OF SNOW COVER FOR WATER HOLDING SNOW CAPACITY
PARAMETER FOR ANTECEDENT TEMPERATURE INDEX COMPUTATIONS
BASE TEMPERATURE FOR MELT COMPUTATIONS (DEGC)

AVERAGE DAILY WIND FUNCTION FOR RAIN-ON-SNOW PERIODS
(MM MB-1 DAY-)

CONSTANT MELT AT SNOW-SOIL INTERFACE (MM DAY-)

TEMPERATURE TO DELINEATE RAIN FROM SNOW (DEGC)

MAXIMUM SWE FOR 100% COVER IN SNOW DEPLETION CURVE (MM)
ELEVATION OF CENTROID OF BASIN (102 M)

PRECIPITATION ADJUSTMENT FACTOR

SACRAMENTO MODEL PARAMETERS

UZTWM:
UZFWM:
LZTWM:
LZFPM:
LZFSM:
DU:
DLPR:

DLDPR:

EPS:
THSM:
PF:

XMIOU:
ADIMP:
PCTIM:
ETADYJ:

UPPER ZONE TENSION WATER CAPACITY (MM)

UPPER ZONE FREE WATER CAPACITY (MM)

LOWER ZONE TENSION WATER CAPACITY (MM)

LOWER ZONE FREE PRIMARY WATER CAPACITY (MM)

LOWER ZONE FREE SUPPLEMENTARY WATER CAPACITY (MM)

INTERFLOW RECESSION (6HRS™)

RECESSION COEFFICIENT FOR LOWER ZONE FREE PRIMARY WATER
ELEMENT (6HRS™)

RECESSION COEFFICIENT FOR LOWER ZONE FREE SUPPLEMENTARY WATER
ELEMENT (6HRS™)

CONSTANT FACTOR IN PERCOLATION FUNCTION

EXPONENT IN PERCOLATIOIN FUNCTION

FRACTION OF PERCOLATION BYPASSING THE LOWER ZONE TENSION
WATER ELEMENT

FRACTION OF WATER LOST TO DEEP GROUNDWATER LAYERS

ADDITIONAL IMPERVIOUS AREA MAXIMUM FRACTION

FRACTION OF PERMANENTLY IMPERVIOUS AREA

EVAPOTRANSPIRATION DEMAND ANNUAL ADJUSTMENT FACTOR

CHANNEL MODEL PARAMETERS

Nec:
a.

NUMBER OF LINEAR RESERVOIRS REPRESENTING THE CHANNEL SEGMENT
COMMON COEFFICIENT OF LINEAR RESERVOIRS WITH INVERSE
DESCRIBING TRAVEL TIME (6HRS)
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4.2.2. Sacramento Soil Moisture Accounting Model (SAC-SMA)

The soil water accounting component of the NWSRFS applied within the INFORM
study region is the Sacramento soil moisture accounting model, SAC-SMA. 1t is a
continuous simulation model of the wetting and drying processes in the soil and
produces surface and sub-surface flows that feed the basin channel network. The
discrete form of the model has been described in Burnash et al. (1973) while a
continuous time form is described in Georgakakos (1986). The model is used
operationally by the CNRFC to produce streamflow estimates and forecasts for basins
with drainage areas of the order of a hundred to a thousand km? (O[100-1000 km?]). The
model requires input in the form of MAP or rain-plus-snowmelt (as estimated by the
snow model component) and evapotranspiration demand (ETD), and yields estimates of
total runoff volume to the receiving channels. Model states represent the volume of soil
water (depth integrated soil moisture) in each model soil water compartment for an
upper and a lower soil layer, and for a time-varying impervious area. The effectiveness
of the SAC-SMA model to reproduce high flow conditions under spatially lumped and
spatially distributed implementations is most recently demonstrated by the results of the
Distributed Modeling Intercomparison Project (DMIP) organized by the NWS Office of
Hydrologic Development (Smith et al. 2004; Reed et al. 2004).

The SAC-SMA model requires estimation of a set of model parameters, as given in Table
15. The parameters describe the soil water holding capacity of various model storage
zones, withdrawal rates from these storages, the characteristics of the exchange between
the upper and the lower zone zones, and the nature of changes in impervious area.
These parameters are typically estimated though calibration based on historical
precipitation, temperature, and streamflow records. The aim of the calibration is to
reproduce the observed streamflow at the outlet of the watershed of interest without
persistent biases, while at the same time capturing extreme high and low flows (NOAA
1999).

The SAC-SMA model runs operationally at CNRFC for several basins within the
INFORM study region. The California Nevada River Forecast Center produces
streamflow estimates and forecasts at several regular forecast preparation times with a
resolution of six hours. At the completion of the operational forecast run, the current
estimates of the volumes in each of the model soil water compartments, valid at the
particular forecast preparation time, are stored for subsequent use as initial conditions
for future forecast runs of the model when new forecast or observed input (MAP, MAT,
and/or ETD) becomes available. In some regions (e.g., Forks of the American River), the
model has been complemented with a state estimator for the assimilation of discharge
observations and for the generation of variance estimates for the real-time flow forecasts
(Georgakakos 2002).
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4.2.3. Unit Hydrograph and Channel Routing Procedures

To translate the volume of runoff produced by the SAC-SMA in the form of total
channel inflow into streamflow rate, the CNRFC typically employs unit hydrographs
(e.g., Bras 1990). These characterize the surface response of a catchment on the basis of
several unit-hydrograph ordinates that must be estimated from historical data.
Calibration is typically done jointly with the SAC-SMA parameters (NOAA 1999).
Although well suited and successful for areas with historical databases, unit
hydrographs are not easily transferable to areas with no historical data. Routing models
that consist of cascades of conceptual reservoirs are more flexible because: (1) the user
can estimate their parameters from channel geometry and roughness data in lieu of
historical data (e.g., Georgakakos and Bras 1982), and (2) for linear conceptual reservoir
response, their parameters bear a direct relationship to those of the unit hydrograph
models (e.g., Singh 1992 or Sperfslage and Georgakakos 1996). The unit hydrographs are
used with parameters calibrated by the CNRFC. The INFORM stand-alone hydrologic
system uses a linear reservoir routing model with parameters that are estimated as part
of the calibration process.

4.2.4. Stand-Alone Distributed Hydrologic Model

The INFORM system stand-alone hydrologic model was designed for reservoir inflow
simulation. The model components include a version of the snow accumulation and
ablation model (Anderson 1973), the Sacramento soil moisture accounting model as
described in Georgakakos (1986), and the linear conceptual reservoir channel routing
model of Georgakakos and Bras (1982). For several of the INFORM reservoir drainage
areas, the stand-alone hydrologic component offers a more refined subdivision of the
upstream drainage areas than that represented in the CNRFC operational hydrologic
model. The authors subdivided the reservoir drainage areas into catchments considering
terrain differences, channel network topology, reservoir locations, and streamflow
gauging sites. The Geographic Information System (GIS) software GRASS delineated
these catchments by processing 90-meter digital terrain elevation data and stream
network information. The authors followed this more refined distributed modeling
approach for the stand-alone hydrologic model in order to improve channel routing
simulations for the available six-hourly data resolution. Section 4.3 highlights
differences in the hydrologic model spatial representations of the major reservoir
drainage areas.

It is important to note that the stand-alone hydrologic model was designed to use the
same input and similar model components as the operational hydrologic forecast model.
Thus, as mentioned earlier, the parameters of the stand-alone distributed hydrologic
model (listed in Table 15) bear close relationship to the parameters of the operational
hydrologic model. The staff of CNRFC provided model parameter values and historical
records of MAP and MAT input. For each catchment, the snow and soil water models
produce rain-plus-melt and channel inflow volumes. These volumes then feed the
channel routing model, which transports and attenuates the flows through the channel
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network. The kinematic channel routing component of the stand-alone model is based
on a series of linear reservoirs with identical parameters (Table 15). The sum of the
values of the inverse of the channel routing o-parameter for all linear reservoirs
representing a single channel segment approximates the travel time in the channel
segment. Calibration of the routing component of the stand-alone model used available
observed streamflow data to calibrate this o parameter (see Section 4.6.3). In addition to
reservoir inflows for the INFORM application area, the stand-alone distributed
hydrologic model produces stream outflow at each catchment outlet.

4.3. Hydrologic Model Application Basins
This section discusses the catchment representations of (1) the CNRFC operational
hydrologic model, and (2) the INFORM stand-alone distributed hydrologic model, for
the drainage areas of the four major reservoirs of study. The reservoir drainage areas are
shown in Figure 39 and correspond to the following outlet locations:

e  Trinity (Clair Engle) Lake on the Trinity River

e Shasta Reservoir on the Sacramento, McCloud, and Pit Rivers

e Oroville Reservoir on the Feather River

e Folsom Reservoir on the American River

sy |

rinity
Shasia

i

|

".

P

Figure 39. Location of four major Sierra Nevada reservoir watersheds
within Northern California
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Figures 40 to 43 are schematics of the structure of the CNRFC operational hydrologic
model of each reservoir drainage area at the commencement of the INFORM Project.
Figures 44 to 47 illustrate the stand-alone distributed hydrologic model representations
of each reservoir drainage area. The representations as treated in INFORM are described
briefly in the following sections. It is noted that since these operational and stand-alone
model representations were developed for the INFORM Project, CNRFC has made
changes in the operational hydrologic model area representations (particularly for the
drainage area of Folsom reservoir).

4.3.1. Basin Representations for CNRFC Operational Hydrologic Models

For operational hydrologic modeling, CNRFC staff has subdivided the reservoir
drainage areas into major catchments based on major drainage divides and available
streamflow gauging locations. CNRFC further divided each major catchment area into
upper and lower elevation reaches based on climatological estimates of the snow line
elevation. Hydrometeorological input and hydrologic model components are applied at
the major catchment scales. Table 16 contains a listing of the major catchments and their
area for each reservoir drainage area.

Figure 40 presents the schematic of the structure of the operational hydrologic model for
Folsom Reservoir. It includes four major catchments: the North, Middle, and South
Forks of the American River, plus the Folsom reservoir local area drainage. The first
three catchments are further subdivided into upper and lower areas using an elevation
cutoff of 1,500 m (5,000 feet, ft). As noted above, further division of the Folsom
reservoir drainage basin has subsequently been adopted at CNRFC for operational
hydrologic forecasting to better represent the regulation in the upper reaches of the
watersheds. Due to the late timing, these changes were not considered in the INFORM
project analyses.

The Trinity Lake drainage area is treated as a single major catchment for operational
forecast purposes, with upper and lower area subdivisions based on an elevation
threshold of 1,500 m (5,000 ft). Figure 41 shows the simple schematic representation of
the operational hydrologic model for Trinity.

Figure 42 presents the schematic of the operational model for the Shasta drainage area.
Five major catchments comprise this drainage area, representing the Shasta reservoir
local area drainage, the Sacramento River at Delta, the McCloud River, and the Pit River
at Canby and at Montgomery Creek. Each catchment is further sub-divided into upper
and lower areas using a 1,500 m (5000 ft) elevation for the Delta and McCloud and an
elevation of 1,650 m (5,500 ft) for the two sub-watersheds of the Pit River. The Iron
Canyon Diversion diverts water from the McCloud River to the Pit River. The
operational model accounts for it as a conceptual basin that receives the same model
forcing as the lower Pit River.
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Figure 40. Schematic structure of the simulation model of the American River
drainage into Folsom Reservoir for the CNRFC operational hydrologic model
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Figure 41. As in Figure 40, except representing the operational hydrologic model
for the Trinity River drainage into Trinity Lake
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Figure 42. As in Figure 40 except representing the operational hydrologic model
for the Sacramento River drainage into Shasta Reservoir

Figure 43 illustrates the operational model structure for the Oroville drainage area. This
drainage area is sub-divided into six major catchments, representing the North Fork of
the Feather River at Lake Almanor and at Pulga, Indian Creek, the Middle Fork of the
Feather River at Clio and at Merrimac, and the Oroville reservoir local area drainage.

Each major catchment is further subdivided into upper and lower areas using the
1,500 m (5,000 ft) elevation.

4.3.2. Basin Representations for the Stand-Alone Distributed Hydrologic
Models

It was previously noted that the INFORM stand-alone distributed hydrologic models
were designed to use the same input and similar models as the CNRFC operational
hydrologic models. An important objective of the stand-alone model development was
to represent the reservoir drainage basins in a distributed fashion in order to render the
channel routing component response consistent with the high temporal resolution of the
simulations (i.e., six hours). This distributed approach considered catchments with
drainage areas of the order of a few hundred km? (O[100 km?]), considering such factors
as stream topology, the climatological snow line elevation threshold, and streamflow
gauging locations. Hydrometeorological forcing input and the snow and soil model
components are applied for the upper and lower elevation reaches of the major
catchments defined by CNRFC (see Table 16). The runoff volume generated for each
distributed catchment was apportioned according to drainage area and was routed
downstream in the high resolution INFORM channel network using the channel routing
component based on linear conceptual reservoirs. Table 17 contains catchment
characteristics for the stand-alone distributed hydrologic model.
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Figure 43. As in Figure 40, except representing the operational hydrologic model
for the Feather River drainage into Oroville Reservoir

Figures 44 through 47 illustrate the INFORM distributed hydrologic model
representations for each of the four major reservoir basins (Folsom, Trinity, Shasta, and
Oroville, respectively). Part (a) of each figure shows the distributed model catchments
in varying color with the stream network (in blue) and the CNRFC-defined major sub-
watersheds (thick black outlines). For example, Figure 44a outlines the four major
catchments of the Folsom reservoir drainage area—the North, Middle and South Forks
of the American River, and the Folsom reservoir local area drainage—with the varying
colors within each major catchment representing the distributed model catchments. For
each reservoir, the distributed model catchments represent an area that is entirely in the
upper elevation reach or in the lower elevation reach of a major catchment, such that the
runoff apportionment is simplified. Part (b) of each figure presents a schematic of the
routing structure for each reservoir drainage area. The complexity of the routing
network varies for each reservoir drainage area, depending on the size and nature of the
catchment and stream network. There are just 9 routing segments for the Folsom
reservoir drainage area, while the Shasta reservoir drainage area has nearly 50 routing
segments. The authors discuss the routing schematics next using the Folsom reservoir
drainage area as an example.

The Folsom reservoir drainage area contains 9 routing segments, as shown in Figure 44b.
The first of these represents the upper and lower elevation catchments of the North,
Middle, and South Forks (e.g., NF_up, NF_lo, etc.). For each fork, runoff from an upper
catchment is routed to that catchment’s outlet and it is input to the downstream lower
catchment. It is then combined with lower catchment runoff, and it is then routed to the
lower catchment outlet. The total channel flow from the Middle Fork lower catchment
(MEF_lo) is routed through a “junction catchment” (JCT1) with this catchment’s runoff,
and is summed with the North Fork lower catchment outlet flow (NF_lo). Likewise, the
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total channel flow from the South Fork lower catchment (SF_lo) is routed through a
second junction catchment (JCT2), it is combined with the junction catchment’s runoff,
and it is summed with both the North Fork-Middle Fork combined channel flow and the
Folsom reservoir local runoff (FOL-LOCAL). This combined channel flow (at SUM2) is
then routed to the reservoir inflow point (FOLSOM DAM).

In a straightforward manner, similar routing descriptions can be derived from the
schematics of Figures 45b through 47b. For brevity, such descriptions will not be
presented here. It is noted that 13 routing segments were used for the Trinity Lake
drainage basin to represent the main stem Trinity River and tributaries of the East Fork,
Coffee Creek, Swift Creek, Covington Creek, and Stuart Creek. There are 49 routing
segments within the five major catchments of the Shasta reservoir drainage and 51
segments within the six major catchments of the Oroville reservoir drainage.

Table 16. Drainage areas of CNRFC major catchments

Upper Elev Lower Elev Total Area (km?)

American
North Fork 325.1 550.4 875.5
Middle Fork 713.0 533.5 1246.5
South Fork 898.6 632.3 1530.9
Folsom Local 1016.3 1016.3
Trinity 842.0 949.5 1791.5
Shasta
Pit River, Canby 1148.9 2557.1 3706.0
Pit River, Mont. Creek 1914.2 7201.3 9115.5
McCloud River 437.8 1125.9 1563.7
Sacramento R, Delta 296.8 802.2 1099.0
Iron Canyon 2011.6 2011.6
Shasta Local 1165.0 1165.0
Feather
North Fork, 965.7 305.5 1271.2

Lake Almanor
Indian Creek 1492.2 421.0 1913.2
North Fork, Pulga 748.7 1123.1 1871.8
Middle Fork, Clio 1367.5 408.5 1776.0
Middle Fork, Merrimac | 574.3 399.1 973.4
Oroville Local 245.2 1287.4 1532.6
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Table 17. Properties of stand-alone distributed model catchments

Number of Average Area Number of Average Area
sub-basins in (km?) sub-basins in (km?)
Upper Elev Lower Elev
American
North Fork 325.1 1 550.4
Middle Fork 713.0 1 533.5
South Fork 898.6 1 632.3
Folsom Local 3 338.8
Trinity 5 168.4 8 118.7
Shasta
Pit River, Canby 4 287.2 4 639.3
Pit River, Mont. Creek 8 239.3 17 423.6
McCloud River 1 437.8 5 225.2
Sacramento R, Delta 1 296.8 3 267.4
Iron Canyon 1 2011.6
Shasta Local 5 233.0
Feather
North Fork, 3 321.9 1 305.5
Lake Almanor
Indian Creek 5 298.4 4 105.2
North Fork, Pulga 4 187.2 7 160.4
Middle Fork, Clio 6 277.9 1 408.5
Middle Fork, Merrimac 5 114.9 4 99.8
Oroville Local 3 81.7 8 160.9
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Figure 44. (a) Representation of the stand-alone distributed model of the
American River drainage to Folsom Reservoir. (b) Schematic structure of routing
network in this representation.
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Figure 45. As in Figure 44, except representing the distributed model for the
Trinity Lake watershed
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Figure 46. As in Figure 44, except representing the distributed model for the
Shasta Reservoir watershed
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Figure 47. As in Figure 44, except representing the d
Oroville Reservoir watershed
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4.4, INFORM Hydrometeorological Database

Hydrologic model input for INFORM consists of MAP, MAT, and ETD for each of the
major catchments defined by CNRFC (see Table 16). For historical analysis and
calibration of the stand-alone distributed hydrologic models, CNRFC staff provided
time series of the MAP and MAT data. These time series were consistent with the
calibration parameter sets used for the CNRFC operational hydrologic models. The time
period covered by the data varied somewhat among the major catchments, but generally
extended from October 1960 through September 1999. In addition, long-term averaged
daily values of ETD for each month were included in the CNRFC parametric files for the
major sub-watersheds and were used in the hydrologic modeling. An example of the
monthly mean ETD (in mm/day) is given in Table 18 for the Folsom Reservoir
watershed.

Table 18. Daily values of evapotranspiration demand for the
Folsom Reservoir Drainage Area

NF up NF_lo MF up MF_lo SF_up SF_lo Fol_local

JAN 0760 1280 0760 1280 0.780 1.300  0.860
FEB 0.780 1.400 1.060 1.860 1.450 2470 1.120
MAR 0.820 1.800 1470 2520 1.670 2940 1.640
APR 1.030 2290 1950 3.110 1.800 3.200  2.480
MAY 1.800 3.640 2550 4110 2280 3.850  4.150
JUN 3.040 6.040 4320 6330 3580 7390 4.560
JUL 5260 8220 5400 8650 5760 9.160  4.640
AUG 5570 8250 6150 9730 5840 8760  4.100
SEP 4100 6550 4770 6950 3270 3.790  3.220
OCT 1940 3.100 2690 3120 1.810 2.300  2.200
NOV 1140 1.690 1.190 1440 1360 2.050 1.230
DEC 0910 1400 0940 1250 1.080 1.800  0.880

Values for each month are given in mm/d.

The staff of CNRFC also provided reconstructed full natural flow (FNF) estimates for
each major reservoir. This dataset was used in the calibration of the stand-alone
distributed hydrologic model (see Section 4.6.3) and in the evaluation of both the
operational hydrologic model and the stand-alone distributed hydrologic model. The
FNF estimates represent unimpaired mean daily flow at the given location with the
effects of upstream streamflow regulation within the reservoir drainage area taken into
consideration.

For the evaluation of the hydrologic model and as part of the INFORM project
objectives, additional hydrometeorological data were collected beyond the minimal
requirement for model forcing. This data consists of snow sensor data, station
precipitation, evaporation and temperature data, and observed streamflow records at
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additional locations. This data collection forms the INFORM Project
Hydrometeorological Database, with a complete listing provided in Appendix D. The
dataset was used during various aspects of the project for model evaluation.
Appendix D includes information on the type of data, sources, station locations, and
periods of record.

4.5. Snow Model Sensitivities

Seasonal snowpack is an important water resource for the mountainous western United
States and the Sierra Nevada region in particular. As stated above, intermittent seasonal
snowpack contributes approximately 70% to the total annual flow in the Sierra Nevada
Mountains, and is relied upon as a resource for water supply from Northern to Southern
California. Thus, the snow model is an important component of the hydrologic
modeling system for the INFORM study region. Snow accumulation and melt controls
seasonal flows, and, consequently, the intra-annual flow regime. To better understand
factors that affect the snow model, the authors conducted a sensitivity analysis of the
snow model to temperature input and model parameters.

4.51. Sensitivity to Temperature Data

Mean area temperature input forcing affects several aspects of the snow model. It is
used as an index to radiation properties, snowpack properties, and for several threshold
parameters. Such model structures that rely on a single input variable for the calculation
of different processes create dependency among the processes and high sensitivity to the
forcing data. Thus, good quality temperature data are required to achieve good model
simulations. In mountainous regions with large heterogeneity of snow cover, such as in
the Sierra Nevada, there is significant temperature heterogeneity and it is difficult to
produce representative MATs for certain regions or areas by interpolating point
measurements.

To demonstrate the sensitivity of the model to the MAT values, the authors conducted a
case study in which the MAT data was perturbed within a range of assumed reasonable
uncertainty. The case study focused on the upper South Fork of the American River in
the Folsom reservoir drainage area. The temperature uncertainty range reflected
differences in surface elevation, which ranges from 1500 to 3150 meters for the upper
South Fork American River. The air temperature was assumed to be linearly correlated
to ground surface elevation by the moist adiabatic lapse rate (1°C/150 meters). This
approach can be used to derive a temperature distribution from a topographic dataset
such as a digital elevation model. Temperature differences due to orography in the
upper South Fork American can reach about 10°C. However, it has been documented
that on the Sierra Nevada western slopes the temperature gradient is occasionally larger
then the moist lapse rate (Knowles 2000). Thus, the selection of the moist adiabatic rate
for this study can be regarded as a conservative choice.

In this analysis the model sensitivity to temperature is realized using both systematic
and non-systematic perturbation of the MAT values. The basin was divided into bands
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of an elevation range of 150 meters, and the MAT was modified based on the lapse rate
and the elevation at the centroid of each band. An illustration of such perturbation is
shown in Figure 48, where a perturbation of +/-1°C from the basin centroid MAT
corresponds to a change in mean basin elevation of -/+ 150 m. Such delineation yields 8
temperature bands for the upper region of South Fork with an increase of up to 3°C and
decrease of up to 5°C in MAT. Figure 49 presents the results of the systematic
perturbation sensitivity analysis for Water Year 1980 (October 1, 1979 —September 30,
1980). Figure 49a shows the snow water equivalent (SWE) computed for each elevation
band (black lines) compared with the SWE simulation derived from the unperturbed
MAT (red line). The differences in temperature due to the lapse rate can create a range
of snowpack response with peaks that can range from about 250 to 2300 mm of SWE, as
compared to the peak of 1000 mm of SWE derived from the unperturbed MAT. The
area-weighted SWE from the systematic perturbation is compared to the MAT derived
SWE in Figure 49b. While similar behavior is observed for much of the analysis period
shown, different properties of the melting period result for the case of the run with
weighted systematic error in MAT compared to the unperturbed run.
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Figure 48. Schematic of the temperature (abscissa) relation to elevation (ordinate)
by the moist adiabatic lapse rate

Similarly, the authors examined model sensitivity to randomly perturbed MAT. In this
analysis, MAT forcing was sampled randomly from the distribution of elevations of the
upper South Fork American River at each time step. Figure 50 presents the sensitivity of
the SWE from an ensemble of 20 nonsystematic temperature perturbations for Water
Year 1980. It can be seen that the SWE is sensitive to the temperature data and the
ensemble provide SWE realizations (blue lines) that are different from the unperturbed
MAT derived SWE (red line).
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Figure 49. Snow water equivalent (SWE) in the Upper South Fork American River
for water year 1980 as a function of systematic perturbation in the MAT: (a) 8
simulations in elevation zones with MAT that ranges from -5 to +3 °C; (b) areal
weighted average of the perturbed simulation. The nominal simulation that uses
the observed (unperturbed) MAT values is shown in red.
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Figure 50. Snow water equivalent (SWE) in the Upper South Fork American River
for water year 1980 as a function of random perturbation of the MAT. The
unperturbed MAT simulation is provided in red.
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4.5.2. Sensitivity to Model Parameters

A second sensitivity analysis was conducted to examine the sensitivity of snow model
response to uncertainty in model parameters. The case study focused of the North Fork
of the American River for two water years: 1959 and 1960. Water Year 1959 represents a
relatively wet year, whereas Water Year 1960 was a relatively dry year. In these
sensitivity runs, one parameter value was modified at a time, while the remaining
parameters were held equal to their nominal values, as given in Table 19. The modified
parameters were adjusted by +/-50% of their nominal values for the sensitivity runs,
with the exception of the snow depletion curve as explained below. The nominal values
presented in Table 19 are those estimated by CNRFC staff for use in their operational
hydrologic model runs.

Table 19. Nominal values of snow model parameters

Parameters Nominal
Values
SCA - Snow correction adjustment factor 1.15
MFMAX — Maximum melt factor during non-rain periods (mm °C 6hr) 1
MFMIN — Minimum melt factor during non-rain periods (mm °C 6hr) 0.4
UAD] — Average wind function during rain on snow (mm/mb) 0.15

SI — Mean areal water equivalent above which there is always 100% 900
snow cover (mm)

NMF — Negative melt factor (mme °C™?) 0.15
TIPM — Antecedent weight factor 0.25
PXTEMP — determination of rain from snow (°C) 2
MBASE — base temperature °C 0
PLWHC — Percent liquid water holding capacity 0.02
DAYGM - Snow soil interface melt factor (mm day) 0.3

A central function of the snow model determines the SCA. This function requires the
specification of an SDC that relates the ratio (R) between the current pack SWE and the
minimum pack water equivalent for which the SCA is 100% (SI). In the nominal run, the
SDC is a 45 degree straight line which indicates a 1:1 ratio between R and SCA. To
evaluate the sensitivity of the SDC as a specified parameter in the model, the authors
established an SDC function that depends on two parameters: a and b. This SDC curve
consists of three straight lines, as illustrated in Figure 51. The first line for R < 0.33 is
defined by parameter a, which is the angle of the curve with the x-axis; the second line
for R > 0.67 is defined by parameter b, which is the angle with the right y-axis; and the
third line for 0.33 < R < 0.67 is a line that connects the end of the first two line segments
at locations R = 0.33 and R = 0.67. In the sensitivity analyses, the curve was
symmetrically changed, which implies that the curve is dependent on one parameter, 4,
or the angle of the curve with either the x- or the y-axis. For, the nominal case, this angle
is set equal to 45 degrees.
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2-Parameter Snow Depletion Curve
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Figure 51. Two-parameter snow depletion curve. Parameters a and b are the
angles with respect to the x- and y-axis, respectively, as shown.

Figure 52 presents the results of this sensitivity analysis with respect to snow model
parameters in terms of the SWE derived from the sensitivity runs. In each plot, the
nominal SWE is shown in blue, while the SWE corresponding to a 50% underestimation
of the parameter value is shown in red and that corresponding to a 50% overestimation
is shown in black. The parameters can be classified into sensitive and insensitive
parameters. The sensitive parameters are SCF, MFMAX, MFMIN, SI, PXTEMP and the
SDC; whereas the other parameters (UADJ, NMF, TIPM, MBASE PLWHC and DAYGM)
are relatively insensitive on an annual scale. The following is a summary of the effect of
each of the sensitive parameters on snow model simulations:

e SCF - This parameter has the largest effect on total snow water equivalent
simulations, with an over- or underestimation of up to 70% of the nominal SWE.
However, this effect seems to be symmetric and monotonic for this analysis.

e MFMAX - This parameter is involved in the calculation of the rate of melt in
non-rainy periods and the calculation of heat deficit in non-melt periods.
Therefore, as expected, it affects the declining limb of the SWE. The effect appears
to be monotonic and uniform. The parameter also determines to a large degree the
end of the melting season and the disappearing of the snowpack.

e MFMIN - Similar to the previous parameter, this parameter has an effect on the
melting part of the annual SWE curve. However sensitivity to changes in this
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parameter is shown to be less pronounced than to changes in MFMAX. This
parameter also does not affect melt timing.

e SI — Changes in this parameter seem to have a significant effect only when they

underestimate the nominal parameter value. This can be seen during the wet year
when underestimation of the nominal value speeds up the pack melting processes.

e PXTEMP - Changes in this parameter have a clear effect on the overall volume of

the pack. This parameter is best evaluated from single isolated events from the
snow model output, rain-plus-melt.

e SDC - This parameterized curve affects significantly the shape of the SWE-graph.

In the wet year, the SDC affects mainly the melting process, with an
overestimation of the equal angles in Figure 51 providing a tail of melting that
continues into the summer months. On the other hand, the underestimation of the
equal angles yields a sharp melting process. The SDC also produces a significantly
different appearance of the SWE pack in the drier year.
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Figure 52. The nominal simulation of SWE (blue) compared to SWE

corresponding to a 50% overestimation (red) and 50% underestimation (black) of

the parameter value
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Calibration of the model parameters using physical reasoning usually implies that the
parameters have to be estimated in a sequential manner. As such, the order in which
parameters are selected for the calibration is important, with the most sensitive
parameters calibrated first. It is also observed that except from SDC, the other sensitive
parameters have a well-identified and predicted effect on the simulation, compared to
nominal. Therefore these parameters can be tuned rather easily in order to match an
observed SWE time series. The SDC curve is the parameter that affects the overall shape
and behavior of snow accumulation and ablation processes the most. This observation
implies that this curve should be estimated first to achieve a reasonable annual
evolution of the snowpack.

4.6. Evaluation of Hydrologic Models

The goal of the hydrologic modeling of the major reservoir drainage areas in the
INFORM study region is to represent the physical processes that occur within each
basin, influenced by both atmospheric forcing and basin physical characteristics, and to
produce a streamflow hydrograph that effectively represents the total inflow into the
reservoir under observed or forecast hydrometeorological forcing. While the main task
of the modeling may be to predict floods, the models may also be used —or have the
potential to be used—for longer hydrologic response time predictions aimed toward
water resources management, ecological preservation, and assessing the effect of long-
term climate variability on water resources. To meet these objectives, the model must
perform well on different time scales and under a variety of forcing scenarios. The time
scales are clearly manifested by the different modules that represent different processes
(i.e., snow, soil water accounting with runoff production and channel routing). The
three modules represent distinct processes which are closely interlinked, and in the
validation processes it is not a simple task to isolate the contribution of each process to
the performance and overall uncertainty in the simulation.

In this section, the authors evaluate the reservoir inflow simulations for the four major
reservoirs for both the operational hydrologic models and the INFORM stand-alone
distributed hydrologic models. CNRFC provided operational hydrologic model
simulations for each reservoir and for the available historical record (which varied by
drainage area). These simulations resulted from calibration performed at CNRFC and
correspond to the model structures as presented in Section 4.3.1. Hydrologic Research
Center staff generated the stand-alone distributed model simulations based on the input
forcing data provided by CNRFC and parameters established through model calibration
(see Section 4.6.3.1). The time periods of the stand-alone model simulations varied with
the historical records provided, but generally included the period October 1960 to
September 1999.

The next subsection presents a description of performance measures utilized in the
model evaluations. Subsequent subsections contain the evaluations of the CNRFC
operational hydrologic model simulations and the INFORM stand-alone hydrologic
model simulations. Additional evaluation graphics are included in Appendix E for the
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operational model simulations, and in Appendix F for the stand-alone model
simulations.

4.6.1. Performance Measures

Model evaluation focuses on the ability to simulate the unimpaired reservoir inflow
discharge for each reservoir drainage area. Therefore, the evaluation was based on the
comparison of the model simulated inflow to the historical FNF at each reservoir. When
available, the authors used additional long-term streamflow gauge records. These
gauged sites generally correspond to the major catchments defined by CNRFC, and the
comparison there was made based on mean daily flows.

The authors computed statistical performance indices with a daily discharge time step
for the entire available record. In the following formulations, the simulations are
denoted by S while the corresponding observations by O, and # is the record length.
Although the different length of the available time series used in this evaluation might
affect the confidence in the computed index values, all the indices account for the time
series length and, hence, it is reasonable to intercompare the performance among
different cases. Three statistical performance indices were used:

(1) The coefficient of determination, R2:

R =[COV (S,0)/Jvar(S)var(O) . (51)

where COV(S,0) denotes covariance between S and O, and var(x) denotes the variance
of x. The coefficient of determination measures the linear relationship between the two
variables, with a score of R equal to 1 indicating a perfect linear relationship.

(2) Root Mean Square Error (RMSE):

RMSE = \[n" Y (S -0)* . (52)
(3) Percent of Daily Absolute Error (PDAE):

PDAE =)|S-0]/>.0. (53)

The PDAE is an indicator to the degree of daily correspondence, on average, between
the observed and simulated discharges. The minimum possible PDAE value is equal
to 0.

For the evaluation of the operational hydrologic model, the authors also compared snow
model output to snow sensor data throughout the region. Daily snow water equivalent
from the snow sensors was obtained from the California Data Exchange Center
(http://cdec.water.ca.gov/) and was used in this comparison. A listing of the snow
sensors is given in Appendix D, and includes 11 snow sensors in the Folsom drainage, 7
sensors within the Trinity drainage, and 8 sensors each within the Shasta and Oroville
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drainage areas. Such analysis was not repeated for the stand-alone distributed snow-
model component output, given the nearly identical simulations.

It must be noted that in this evaluation study, the authors assumed good observed data
quality, and the errors and uncertainties in this analysis are solely attributed to the
model. It is expected that the observation sensors which are operated by multiple
agencies possess differences with respect to data quality. However, there is not enough
information to account for these differences at present.

4.6.2. Evaluation of CNRFC Operational Models

Table 20 presents the results of the statistical evaluation of simulated mean daily flows
for the CNRFC operational hydrologic model. This table provides a means for an
intercomparison of performance among different catchments. Based on these statistical
measures, the operational model performs well for most catchments examined, with
daily R? values that are above 0.83, with the majority of catchments exceeding 0.90.
There are clearly some catchments for which the model exhibits superior performance
(North Fork of the American River, McCloud River, Sacramento River at Delta, and
Indian Creek), with R? values well into the upper 0.90s.

With respect to the other two statistical measures for which near-zero values represent
optimal performance, catchments with better RMSE performance generally have worse
PDAE performance. The converse also applies (catchments with better performance in
PDAE showed poorer performance with respect to RMSE scores). For example the
Shasta Lake inflow has a low value of PDAE, but a fairly poor performance for RMSE.
Similarly the Middle Fork Feather River near Clio has a low RMSE, but a relatively high
value of PDAE. These results indicate that the measures used represent specific aspects
of the hydrologic response and further evaluation is necessary to clarify performance.

A comprehensive evaluation was conducted by comparing the streamflow and the SWE
simulations to observations. Different types of plots were used that highlight various
aspects of hydrologic response and model performance. Selected figures from the
American River (Folsom drainage) are presented as examples and to aid discussion
within this chapter. Analogous evaluation figures are included in Appendix E for the
other reservoirs.

4.6.2.1. Streamflow evaluation

Starting with the evaluation of streamflow, Figure 53 presents an example of the
observed and simulated hydrographs of the four major catchments of the American
River for Water Year 1971. Such plots are utilized to visually assess the simulated flow
response, in terms of overall flow magnitude, peak timing and number of event
responses. The model simulation generally reproduces the observations, with the
largest deviations occurring for medium to low flows (i.e., the South Fork of the
American River). Such deviations are attributed to unaccounted regulation in upstream
reservoirs that alters the downstream natural flow. Complete sets of such plots have
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been included in a previous INFORM project progress report and are not repeated here
(see Georgakakos et al. 2004). The plots corroborate the results of Table 20, indicating
that the model reproduces the observed hydrograph well.
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Figure 53. Example of the observed (blue) and simulated (red) flows in cubic
meters per second (m®/s) for Water Year 1971 for the total flow at Folsom Dam and
the outlet of the sub-watersheds of the South, Middle, and North Forks of the
American River

Figure 54 presents scatter plots of the simulated flow as a function of the observed flow
at each time step for the American River major catchments. These scatter plots display
the overall functional relationship and the performance with respect to exceptional
events which are distinct from the crowded cloud of points. The line of perfect
correspondence is shown in Figure 54 for reference, as significant deviation from this
line indicates poor performance. Such plots can also indicate consistent bias in the flow
simulations, where overestimation bias results in the cloud of points above the 45" line of
perfect correspondence and underestimation bias results in the points being mostly
below the line. Figure 54 indicates an overestimation bias for the Folsom reservoir
inflow (Folsom Dam). Again, however, the performance for all sub-basins is quite good,
as evidenced from similar plots included in Appendix E for Trinity, Shasta, and Oroville.
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Table 20. Performance statistics for the historical simulation of the operational

hydrologic model

R? RMSE PDAE USGSid Water Years
American
North Fork 0.95 14.1 0.24 11427000 10/54-9/93 (39)
Middle Fork 0.94 34.2 0.78 11433300 10/58-9/99 (41)
South Fork 0.86 27.6 0.44 11444500 10/64-9/93 (39)
Folsom Dam 0.98 78.9 0.38 FNF 10/64-9/89 (25)
Trinity 0.96 30.14 0.32 FNF 10/63-9/99
Shasta
Canby FNF
Pit 0.94 4554 0.27 FNF 10/65-9/89
McCloud 0.97 1727 0.35 NF 10/60-9/99
Delta 0.97 20.31 0.25 FNF 10/60-9/99
Shasta Lake 0.98 65.24 0.11 FNF 10/50-9/89
Feather
Lake Almanor 0.93 12.2 0.32 11399000 10/81-9/97 (18)
Indian Creek 0.95 10.6 0.29 11401500 10/77-9/92 (15)
North Fork nr. Pulga 0.85 49.0 1.46 11404500 10/80-9/92 (12)
Middle Fork nr. Clio 0.83 9.8 0.48 11392500 10/60-9/79 (19)
Middle Fork nr. 0.92 25.9 0.31 11394500 10/60-9/79 (19)
Merrimac
Oroville Local 0.94 36.1 0.40 11406800 10/69-9/87 (18)
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Figure 54. Daily flow simulated by the operational hydrologic model versus
observed flow in m*s for the American River catchments

Figure 55 shows cumulative flow curves for the American River. Deviation of the
simulation curve from the observed curve suggests errors in the long-term water yield of
the model. The importance of model long-term biases and the significance of monthly
water balance are emphasized in such plots. In cases when the model runs in a semi-
distributed mode but the model calibration is done with performance measures
pertaining to downstream aggregate response, it may be that due to compensation of
errors, downstream points show overall good model performance even though
upstream points exhibit persistent over- or underestimation of the observed flow.

Flow duration curves are other consistency plots which provide insight on the overall
systematic errors. The example for the American River is shown in Figure 56.

The flow discharges in this case are transformed using the Box-Cox transformation. The
Box-Cox transformation is used for visualization purposes as this transformation maps
the independent discharge values into a homoscedastic time series with an
approximately normal distribution. The transformation is given by:

_ (Qt _i_l)/1 -1

qt,tramform - ﬂ, s (54)
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where A is set to 0.3 and the units of discharge are cubic meters per second (m?/s). The
duration curves are used to highlight consistent behavior of the simulations in a variety
of flow magnitudes.

Streamflows along the western face of the Sierra Nevada undergo rapid transitions from
late summer low flow, to winter mid flow, to spring peak flows. It is important to
capture the annual dynamics and the timing of these transitions in the operational
model simulations. Thus, a comparison on a monthly timescale was explored.

Figure 57 presents scatter plots of the daily simulated versus observed flows in Box-Cox
transformed units for the American River separated by each month of the year.
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Figure 55. Cumulative distribution of the observed (blue) and simulated (red)
flows over the length of the simulation for the American River catchments and for
the operational hydrologic model
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Figure 56. Observed (blue) and simulated (red) duration curves of Box-Cox
transformed flow for the American River and for the operational hydrologic model

Likewise, Figure 58 presents the monthly contribution to the annual for the American
River. For each month the mean and the standard deviation of the annual volume
fraction are plotted for the simulated and observed flows. The model fails to reproduce
the August through September (summer) flow well for most catchments. Poor
simulation of the summer month flows is observed even in catchments for which the
model has a good overall performance (e.g., North Fork of the American River).

An important aspect in the model representation of the natural flows is the timing of the
spring melt onset pulse. The method used herein to identify the spring pulse is the
cumulative departure method (Aguado et al. 1992; Cayan et al. 2001). This method
identifies the time (day) at which the cumulative departure from that year’s mean daily
flow is most negative. This measure is equivalent to finding the day in which the flow
magnitude shifts from less than average to greater then average. This method avoids
early episodic melt events and captures the main shift of the spring melt. However, the
indicated day is also related to basin physiographic characteristics and includes a basin
lag time from snowmelt to flow at the basin outlet.
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Figure 57. Scatter plots of the simulated versus observed flows at a monthly
scale for the American River catchments

Figure 59 compares the simulated and observed annual spring pulse at the North Fork
of the American River. Generally the timing of the spring pulse is quite good, within
just a few days of the observed. Occasionally (e.g., 3 times in the 30-plus year simulation
for the North Fork of the American River), large deviations of 30 or more days did occur.

4.6.2.2. Snow water equivalent evaluation

For an additional model performance assessment, the authors compared the SWE model
simulation with snow sensor data located within the catchment under study. Figure 60
shows an example with four years of simulated SWE output compared with data within
the South Fork of the American River catchment. Appendix E includes additional
comparisons for other catchments within the INFORM region.
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Figure 58. Observed and simulated monthly mean flows (+/- 1 standard deviation
shown by “x”) expressed as a fraction of the annual flow volume for the American
River catchments

In a qualitative sense, these plots point toward the conclusion that model performance is
reasonable. The model-simulated SWE captures the shape of the observed SWE curve
with appropriate snow accumulation and depletion periods, and accounts for most
major snow storms. However, it is noted that snowmelt in the model occurs earlier than
observed, and with a depletion slope that is not as steep as the observed data. The
simulations also agree more with snow sensor data for locations that are at lower
elevations than with higher elevation stations.

4.6.2.3.

In summary, the major findings from the evaluation of the operational hydrologic model
include:

Summary of operational hydrologic model evaluation

e The model simulations capture the overall hydrologic response. Poor
performance during periods of medium to low flows at some catchments within
the INFORM domain is often associated with regulation in upstream reservoirs,
which alters the downstream natural flow.
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e Model performance is poorest during summer months (August through
September), even when overall performance is good. The natural discharge in
these summer months is dominated by shallow groundwater flow and springs.
Although this flow is of a low magnitude, it is about 5%-10% of the annual flow.
This may have a cumulative effect on the overall water budget. The performance
of the model during the summer months can be attributed to one or more of the
following: (1) streamflow regulation in any existent upstream reservoirs;
(2) errors in model parameters that represent the generation of baseflow in the
model; and (3) errors in basin evapotranspiration during the summer months.
Of course this might also be an effect FNF estimation errors and lack of
knowledge about the operational activity during the summer months. However,
it might also be an indication that the model components that control the very
low seasonal flow are not well calibrated.
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Figure 59. (a) Observed (black) and simulated (red) time trace of the spring pulse.
(b) Annual differences between the observed and simulated spring pulse timing

(given in days).
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Figure 60. Daily snow water equivalent from snow sensors (dots) compared with
simulated snow water equivalent from the operational model (solid line) for four
different Water Years (1988-1991) and for the South Fork of the American River

sub-watershed

The simulation of the onset of the spring melt pulse is well simulated for most
basins. Generally, the simulated onset is within a few days at most of the
observed spring onset. Occasionally there are years in which a large deviation
exists from the observed onset. Some of these cases are influenced by upstream
streamflow regulation which alters the onset signal.

The monthly flow behavior is captured well by the model, particularly for the
North Fork of the American River and the Middle Fork of the Feather River. In
some other catchments, the late winter and early spring transitions of the
monthly volume fraction are not well captured. It is conjectured that this
monthly behavior is dominated by the model snowpack development, and, thus,
can be better captured by improving the simulation of the snowpack evolution.
Performance is consistently better in early winter, compared to late winter and

spring.
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e Based on a qualitative comparison of the model-produced SWE with daily
observations from point sensors, the general conclusion is that the model
performs well with respect to SWE. The shape of the SWE curve captures the
snow accumulation period and major snow storms. There is a tendency for the
model to produce melt earlier than observed, with slopes of the depletion curves
in the simulation being less steep than the observed snow depletion slope. This
may be related to the fact that the slope of the depletion curve is a function of the
spatial distribution of the catchment properties rather than the properties of any
particular point. Satellite remote sensing data may be a better ground truth
against which to measure the depletion curve properties. Finally, simulations
agree well with the sensors that are located in lower elevations compared to the
sensors at higher elevations. This may indicate that the model is, in fact,
underestimating the actual catchment snow water equivalent.

4.6.2.4. Recommendations for operational model improvements

Reservoir operations and water diversions in the upper stream of the basins are a major
difficulty, especially for low and medium flows, when using a model that attempts to
represent the natural system. Although the day-to-day operational decisions pertaining
to upstream reservoirs are difficult to predict for hydrologic modeling purposes, an
effort should be made to incorporate this upstream flow regulation into the model. This
will improve the continuous simulations of the model states and the water balance.
Efforts along these lines have been initiated at the CNRFC for the Folsom Lake drainage.

Attention should be given to the parameters of the lower zone in the SAC-SMA model.
Some adjustment will probably improve the performance of the model in the summer
months. The summer flow regime (August through September) constitutes 3%-5% of
the annual flow yield. Improving the prediction of the summer flow will also improve
model representation of the baseflow process and will contribute to a better
representation in the wet periods. Activities at the CNRFC target the improvement of
the summer flow predictions for the American River basins.

The snow model component should be studied. Major issues that need attention are:
understanding the uncertainty associated with the use of mean areal temperature in the
mountainous area of Sierra Nevada, better representation of the snow spatial
distribution, and improvement of the snow depletion curve representation. Shamir and
Georgakakos (2006a, 2006b) provide first steps in this direction.

4.6.3. Evaluation of the Stand-Alone Hydrologic Model

4.6.3.1. Model calibration

Because the stand-alone distributed model uses the same forcing input of the snow and
soil water components as the CNRFC operational hydrologic model, estimates of
parameter values for these models were set equal to the calibrated CNRFC parameters.
Some minor adjustments were made to the snow model component parameters to
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reduce seasonal bias in flow volume. Tables 21 through 24 list the snow and soil water
model parameters used for the stand-alone model (Folsom, Trinity, Shasta, and Oroville
drainage areas, respectively).

Calibration of the stand-alone INFORM distributed hydrologic model focused on the
routing model components, where the higher spatial resolution necessitated the
estimation of routing parameters for more channel reaches than represented in the
CNRFC operational hydrologic model. Although the model streamflow simulations are
evaluated only at the reservoir inflow sites, the calibration utilized additional observed
and reconstructed streamflow at various locations. Observed streamflow records are
available through the U.S. Geological Survey (USGS) National Water Information
System for various locations throughout the reservoir drainage basins and with varying
record length (see Appendix D for a listing of collected USGS streamflow data).
Calibration of the routing parameters (n. and ¢, as given in Table 15) aimed to capture
both the timing and the magnitude of the streamflow at the locations with observed
records. Recall that these parameters are directly related to the travel time in the
channel reach. The parameter estimates for gauged sub-basins were then regionalized
for each reservoir drainage area based on relationships with channel reach
characteristics, such as contributing drainage area, stream length, and channel slope.

4.6.3.2. Streamflow evaluation

Table 25 presents the scores of the three statistical performance measures (see Equations
51 to 53) for inflows into the four large reservoirs. The statistical criteria were computed
with a daily time step for the entire available record with a total of n time steps. The
table shows that the performance of the model is comparable for all the basins for the
correlation coefficient and the PDAE. For the RMSE, it appears that the Trinity
simulation outperforms the other basins, although in all cases the model performance is
excellent. The research team speculates that these differences in RMSE among the basins
are partially due to differences in magnitude of flow. Since the uncertainty in the
simulation is relative to the flow magnitude, it implies that the RMSE criterion tends to
have higher values in time series with larger magnitudes.
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Table 21. Parameters of the snow and soil model components used for the Folsom
Reservoir stand-alone distributed model simulation

SNOW PARAMETERS

NF-up NF-lo ME- up MF-lo SF-up SF-lo Fol-Lcl

SCA 1.0 1.0 1.35 1.0 1.2 1.0 1.0

MFMAX 0.86 0.85 0.69 0.5 0.75 0.85 0.8

MFMIN 0.2 0.3 0.12 0.16 0.2 0.25 0.25
NMF 0.15 0.15 0.15 0.15 0.15 0.15 0.15
PLWHC 0.04 0.04 0.04 0.04 0.04 0.04 0.04
TIPM 0.25 0.25 0.25 0.25 0.25 0.25 0.25
MBASE 1.0 1.0 1.0 1.0 1.0 1.0 0.0

UAD] 0.04 0.04 0.04 0.04 0.08 0.06 0.04
DAYGM 0.1 0.1 0.1 0.1 0.1 0.1 0.1

PXTEMP 2.0 2.0 2.0 2.0 2.0 2.0 1.0

SI 900. 300. 1200. 600. 1100. 500. 200.
ELEV 18.96 9.60 17.49 11.66 19.29 8.19 3.88
LAPSEMX 0.80 0.80 0.80 0.80 0.80 0.80 0.60
LAPSEMN 0.35 0.35 0.35 0.35 0.35 0.35 0.45
ELEV-TS 19.81 8.29 19.81 13.72 19.81 5.90 4.57
PAD] 1.0 1.0 1.0 1.0 11 1.05 0.97

SACRAMENTO MODEL PARAMETERS

UZTWM 142.000 161.000 90.000 140.000 100.000 175.000 75.000
UZFWM 55.000 35.000 35.000 45.000 65.000 90.000 15.000
LZTWM 312.000 360.000 270.000 280.000 250.000 600.000 180.000
LZFPM 72.000 72.000 96.000 110.000 125.000 350.000 100.000
LZFSM 110.000 85.000 120.000 110.000 20.000 60.000 80.000
DU 0.300 0.280 0.420 0.460 0.160 0.200 0.250
DLPR 0.005 0.006 0.005 0.007 0.005 0.004 0.003
DLDPR 0.070 0.120 0.090 0.060 0.030 0.030 0.070
EPS 20.000 20.000 48.000 43.000 30.000 100.000 12.000
THSM 1.400 1.400 1.300 1.500 2.100 1.100 1.200
PF 0.250 0.350 0.150 0.300 0.250 0.250 0.250
XMIOU 0.000 0.000 0.000 0.000 0.000 0.000 0.100
ADIMP 0.010 0.010 0.000 0.020 0.000 0.000 0.075
PCTIM 0.000 0.000 0.005 0.005 0.000 0.000 0.065
ETAD]J 1.000 1.000 1.000 1.000 1.000 1.000 1.000
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Table 22. As in Table 21, except for the Trinity Lake inflow simulation

SNOW PARAMETERS

CEG-up CEG-lo
SCA 1.0 1.06
MFMAX 0.75 0.85
MFMIN 0.2 0.4
NMF 0.15 0.15
PLWHC 0.02 0.02
TIPM 0.25 0.25
MBASE 0.0 0.0
UAD] 0.09 0.10
DAYGM 0.3 0.3
PXTEMP 1.5 1.5
SI 675. 300.
ELEV 18.79 11.17
LAPSEMX 0.80 0.80
LAPSEMN 0.35 0.35
ELEV-TS 17.07 9.45
PAD]J 1.10 0.99

SACRAMENTO MODEL PARAMETERS

UZTWM 100.000 85.000
UZFWM 50.000 50.000
LZTWM 150.000 135.000
LZFPM 150.000 150.000
LZFSM 30.000 30.000
DU 0.300 0.300
DLPR 0.013 0.012
DLDPR 0.110 0.100
EPS 25.000 25.000
THSM 1.700 1.470
PF 0.300 0.300
XMIOU 0.000 0.000
ADIMP 0.005 0.015
PCTIM 0.020 0.020
ETAD] 1.000 1.000
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Table 23. As in Table 21, except for the Shasta Reservoir inflow simulation

SNOW PARAMETERS
CNB-up
SCA 0.90
MEMAX 0.70
MEMIN 0.2
NMEF 0.15
PLWHC 0.03
TIPM 0.25
MBASE 0.0
UADJ 0.10
DAYGM 0.3
PXTEMP 1.0
SI 200.
ELEV 16.36
LAPSEMX 0.80
LAPSEMN 0.35
ELEV-TS 18.86
PAD]J 0.85

SACRAMENTO MODEL PARAMETERS

UZTWM
UZFWM
LZTWM
LZFPM
LZFSM
DU
DLPR
DLDPR
EPS
THSM
PF
XMIOU
ADIMP
PCTIM
ETAD]J

90.000
75.000
250.000
30.000
70.000
0.060
0.003
0.120
28.000
1.100
0.250
0.000
0.060
0.000
1.000

CNB-lo
0.85
0.80
0.3
0.15
0.03
0.25
0.0
0.10
0.3
1.0
75.
12.46
0.80
0.35
14.96
0.85

80.000
55.000
150.000
30.000
20.000
0.170
0.002
0.080
25.000
1.100
0.250
0.000
0.050
0.000
1.000

PIT-up
0.95
0.80
0.3
0.15
0.02
0.25
0.0
0.12
0.3
15
500.
18.04
0.80
0.35
18.04
0.95

185.000
100.000
150.000
1600.000
85.000
0.150
0.001
0.140
30.000
1.100
0.500
0.000
0.080
0.005
1.000

PIT-lo
0.95
0.95
0.5
0.15
0.02
0.25
1.0
0.07
0.3
1.5
500.
13.23
0.80
0.35
13.23
0.90

135.000
100.000
100.000
1450.000
85.000
0.350
0.001
0.140
30.000
1.100
0.500
0.000
0.050
0.005
1.000

DLT-up
1.40
0.95
0.25
0.15
0.02
0.25
0.0
0.18
0.3
15
2000.
17.28
0.80
0.35
17.98
1.17

70.000
40.000
280.000
1050.000
80.000
0.400
0.003
0.200
25.000
1.100
0.150
0.000
0.150
0.010
1.000

DLT-lo
0.95
1.05
0.15
0.15
0.25
0.25
0.0
0.07
0.3
1.5
350.
10.06
0.80
0.35
10.36
0.94

130.000
32.000
140.000
90.000
80.000
0.600
0.002
0.070
30.000
1.100
0.200
0.000
0.000
0.010
1.000

MSS-up
0.95
0.75
0.1
0.15
0.02
0.25
0.0
0.12
0.3
1.5
1300.
18.00
0.70
0.45
16.46
0.88

270.000
60.000
400.000
2500.000
295.000
0.400
0.002
0.150
12.000
1.100
0.800
0.000
0.001
0.008
1.000

MSS-lo
1.00
0.80
0.15
0.15
0.02
0.25
0.0
0.07
0.3
1.5
500.
11.58
0.70
0.45
11.58
0.80

100.000
30.000
230.000
300.000
100.000
0.400
0.001
0.150
35.000
1.100
0.300
0.950
0.120
0.010
1.000

IRON C
0.95
0.95
0.5
0.15
0.02
0.25
0.0
0.07
0.3
1.5
500.
13.23
0.80
0.35
13.23
1.10

185.000
100.000
150.000
4500.000
65.000
0.010
0.001
0.050
45.000
1.600
0.300
0.000
0.000
0.005
1.000

SHD-lo
1.0
0.90
0.45
0.15
0.02
0.25
0.0
0.07
0.3
1.5
500.
5.79
0.80
0.35
5.79
1.20

50.000
20.000
25.000
175.000
50.000
0.200
0.018
0.160
20.000
1.800
0.300
0.000
0.050
0.005
1.000
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Table 24. As in Table 21, except for the Oroville Reservoir inflow simulation

SNOW PARAMETERS
PLL-up
SCA 1.10
MFMAX 0.55
MFMIN 0.008
NMF 0.15
PLWHC 0.05
TIPM 0.10
MBASE 2.0
UADJ 0.0
DAYGM 0.3
PXTEMP 1.15
SI 2000.
ELEV 17.03
LAPSEMX 0.60
LAPSEMN  0.45
ELEV-TS 18.90
PADJ 1.02

PLL-lo
1.01
0.65
0.016
0.15
0.05
0.10
0.0
0.01
0.3
1.15
1249.
14.27
0.60
0.45
10.36
1.08

IIF-up
1.35
0.85
0.1
0.15
0.02
0.25
0.0
0.09
0.3
1.5
2000.
19.10
0.60
0.45
18.90
0.98

SACRAMENTO MODEL PARAMETERS

UZTWM
UZFWM
LZTWM
LZFPM
LZFSM
DU
DLPR
DLDPR
EPS
THSM
PF
XMIOU
ADIMP
PCTIM
ETAD]J

155.000
80.000
20.000

710.000
60.000

0.100
0.002
0.040
15.000
1.100
0.800
0.000
0.060
0.000
1.000

55.000
80.000
35.000
610.000
80.000
0.100
0.002
0.030
35.000
1.100
0.800
0.000
0.040
0.240
1.000

150.000
36.000
300.000
120.000
52.000
0.300
0.014
0.140
12.000
1.150
0.350
0.000
0.000
0.002
1.000

IIF-lo
1.0
1.3
0.15
0.15
0.25
0.25
0.0
0.05
0.3
1.5
1250.
12.00
0.60
0.45
10.36
0.95

85.000
48.000
230.000
160.000
50.000
0.300
0.003
0.070
17.000
1.250
0.650
0.000
0.000
0.001
1.000

PLG-up
1.40
1.15
0.15
0.15
0.02
0.25
0.0
0.04
0.3
15
2000.
17.23
0.60
0.45
17.37
1.10

60.000
80.000
325.000
550.000
100.000
0.150
0.002
0.040
30.000
1.100
0.550
0.000
0.100
0.010
3.000

PLG-lo
0.85
1.30
0.20
0.15
0.05
0.25
0.0
0.15
0.3
1.5
500.
12.92
0.60
0.45
12.80
0.98

125.000
50.000
175.000
350.000
35.000
0.300
0.005
0.090
30.000
1.100
0.450
0.000
0.100
0.025
3.000

FTC-up
1.25
0.90
0.55
0.15
0.02
0.25
0.0
0.16
0.3
15
2000.
18.77
0.60
0.45
18.90
0.98

180.000
45.000
200.000
200.000
100.000
0.400
0.010
0.400
15.000
1.100
0.400
0.000
0.050
0.001
1.000

FTC-lo
1.00
1.10
0.55
0.15
0.25
0.25
0.0
0.07
0.3
15
1250.
15.94
0.60
0.45
10.36
1.0

235.000
51.000
200.000
200.000
65.000
0.300
0.010
0.400
15.000
1.100
0.400
0.000
0.050
0.015
1.000

MRM-up
12
1.0
0.1
0.15
0.02
0.25
0.0
0.06
0.3
15
2000.
17.05
0.60
0.45
17.37
1.06

90.000
50.000
150.000
230.000
150.000
0.200
0.003
0.040
50.000
1.200
0.350
0.000
0.100
0.005
1.000

MRM-lo
1.00
1.05
0.15
0.15
0.05
0.25
0.0
0.03
0.3
1.5
500.
130.7
0.60
0.45
10.36
1.04

50.000
30.000
100.000
115.000
85.000
0.500
0.006
0.140
50.000
1.200
0.300
0.000
0.200
0.008
1.000

ORD-up
1.38
0.95
0.10
0.15
0.02
0.25
0.0
0.16
0.3
15
2000.
16.76
0.60
0.45
18.90
1.14

60.000
20.000
390.000
210.000
145.000
0.500
0.009
0.140
25.000
1.100
0.250
0.000
0.050
0.003
1.000

ORD-lo
1.0
1.1
0.15
0.15
0.25
0.25
0.0
0.07
0.3
15
1250.
8.15
0.60
0.45
10.36
0.97

145.000
28.000
360.000
210.000
65.000
0.500
0.007
0.140
25.000
1.100
0.250
0.000
0.090
0.080
1.000
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Table 25. Performance statistics for the historical simulation of the INFORM
distributed hydrologic model

R RMSE PDAE Water Years
Folsom 0.94 74.3 0.3 10/1/1960-9/30/1999
Oroville 0.92 1179  0.32 10/1/1960-9/30/1997
Trinity 0.93 31.2 0.32 10/1/1963-9/30/1999
Shasta 0.94 1052  0.25 10/1/1960-9/30/1992

Although these results appear very encouraging, further evaluation was conducted by
comparing the simulated natural flows into the lakes at the basin outlets to CNRFC FNF
estimates. For the stand-alone distributed model, this evaluation focused only on
reservoir inflow simulations at the four reservoir locations. In a similar fashion to what
was presented for the CNRFC operational hydrologic model evaluation, different types
of plots were used during this process that highlight different performance aspects of
the inflow simulations. In this section, example plots are included for the Folsom
reservoir inflow simulations, with plots for the remaining reservoirs (Trinity, Shasta and
Oroville) included in Appendix F.

Figure 61 shows a comparison of the simulated and observed FNF hydrographs of daily
flow for Water Years 1961 to 1970 and for the Folsom inflows. These plots show that the
simulated response captures well the unimpaired inflow over a range of flow
magnitude. Water Year 1965 is a year of particularly high flows (peak near 5,000 m?3/s),
while Water Years 1961 and 1966 are low-flow years (peak flow less than 200 m3/s). The
model simulates both high and low flows well. The analogous plots in Appendix F for
Trinity, Shasta, and Oroville reservoirs lead to the same conclusion.

This result is corroborated by the scatter plot of observed versus simulated inflows over
the period of record as shown in Figure 62 for Folsom (and similar plots in Appendix F
for other reservoirs). In this plot, the straight line signifies the 45° line of perfect
correspondence. These scatter plots allow for the assessment of overall functional
relationship and performance with respect to extreme events, which are distinct from
the cloud of points at lower flows. The plot shows good agreement over a wide range of
flows, with a tendency toward underestimation for the highest flows.

Figure 63 presents the cumulative-flow curves for Folsom. Discrepancies in the long-
term water yield in the simulation are signified by a deviation in the cumulative
frequency curve from the observed. For Folsom, the deviation becomes noticeable after
approximately 5000 days of simulation. Such deviation is similar for Shasta, but it is
significantly smaller for Trinity and Oroville.
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Figure 61. Comparison of observed (FNF, in blue) and simulated (red) inflows to
Folsom Reservoir for the INFORM stand-alone distributed hydrologic model
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Figure 62. Mean daily observed (FNF) versus simulated inflows to Folsom
Reservoir for the stand-alone distributed hydrologic model
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Figure 63. Observed (FNF, blue) and simulated (red) cumulative inflows to Folsom
Reservoir for Water Years 1961-1999

As noted previously, the seasonal transition of inflows is an important hydrologic
dynamic of the Sierra Nevada watersheds. Figure 64 presents the daily-flow scatter plot
of Box-Cox transformed flows on a monthly scale (Equation 54). Again, the 45° line of
perfect correspondence is indicated for each month. Good model performance and
correspondence is observed for all months except the summer months of July, August
and September. This relatively poor performance during summer months is also
observed for the other reservoirs (shown in Appendix F). It is apparent that the stand-
alone distributed model performs similarly to the CNRFC operational model with
somewhat of a wider scatter of the points for certain months and with a lower bias
exhibited in summer months

Lastly, the monthly cycle of the simulated and observed long-term averaged inflows to
Folsom Lake is shown in Figure 65 for the INFORM stand-alone distributed model. This
results may be compared to the analogous results obtained for the operational model
shown in Figure 58 (upper left panel). The behavior of the INFORM model is similar to
that of the operational model, with less-pronounced volume biases during the early
snowmelt season (March—April) but with more pronounced biases during the late
snowmelt season and in early summer (May-June).
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4.6.3.3. Summary of stand-alone hydrologic model evaluation

The following summarize the major findings from the stand-alone distributed
hydrologic model evaluation.

Overall the model performed well and captured the hydrologic response with
respect to timing and magnitude. In general, most of the conclusions drawn
regarding the model performance were found to be relevant to all four basins.

The stand-alone model tends to underestimate larger events. However it appears
that over all it does not have a consistent bias.

The cumulative flow plots show good agreement, especially for Oroville and
Trinity. In Folsom and Shasta, there is slight overestimation of the total flow over
the long term. This is an encouraging result and implies that the model performs
well in long-term simulations and can be useful for long-term prediction of
reservoir inflows when forced with good input data.

At the monthly flow level, summer flows (June-September) have the weakest
agreement with the FNF estimates. The summer flow at these basins is thought
to be controlled by: (1) potential evapotranspiration; (2) groundwater discharge
to the stream (baseflow); and (3) operational regulation of upstream reservoir
releases. Therefore the poorer agreement in the summer flow might be due to
errors in the model forcing of potential evapotranspiration, model errors in
baseflow simulation, or inability of the FNF estimates to capture correctly
upstream operational activities for low flows.

The INFORM stand-alone distributed hydrologic model captures the hydrologic
response of the reservoir drainage basins. It also has comparable performance to the
CNRFC operation hydrologic model.
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Figure 64. Monthly scatter plots of simulated inflows versus FNF flow for
Folsom Reservoir in Box Cox transformed units for the stand-alone
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Figure 65. Observed (FNF) and simulated monthly mean inflows (+/- 1 standard
deviation for Folsom Reservoir, expressed as a fraction of annual flow volume.
Presented is the simulation with the stand-alone distributed hydrologic model.

128



5.0 Decision Support System

5.1. Background and Overview

The INFORM DSS is a planning and management tool for the Northern California river
and reservoir system described in Chapter 2 (and Figure 10). The system encompasses
five rivers (Trinity, Sacramento, Feather, American, and San Joaquin), five major
reservoirs (Clair Engle Lake, Shasta, Oroville, Folsom, and New Melones), 10 hydro
power plants, the Sacramento-San Joaquin (Bay) Delta, and the water export system to
southern California, including the San Luis reservoir. Water uses include water supply
(to domestic, agricultural, and industrial sites), energy generation, minimum instream
flow targets, and delta environmental and ecosystem requirements. Appendix G
includes various project and demand data.

A 1986 agreement between the U.S. Department of the Interior, Bureau of Reclamation,
and the California Department of Water Resources provides for the coordinated
operation of the state (State Water Project, SWP) and federal (Central Valley Project,
CVP) facilities. This Agreement of Coordinated Operation (COA) aims to ensure that
each project obtains its share of water from the Delta and protects other beneficial uses
in the Delta and the Sacramento Valley. The coordination is structured around the
necessity to meet the in-basin use requirements in the Sacramento Valley and the Delta,
including Delta outflow and water quality requirements.

The INFORM DSS modeling framework has been described in Chapter 2 (Figure 11).
The DSS includes multiple interconnected modeling layers designed to support
decisions associated with four temporal scales, several objectives, and a number of
federal and state decision-making agencies. More specifically, the INFORM DSS
includes models for long-range planning (monthly resolution/one-two year horizon),
mid-range management (daily resolution/several months horizon), short-range
management (hourly resolution/one day horizon), and near-real-time operation (hourly
dispatching of each hydropower turbine and hydraulic outlet). The INFORM DSS also
includes an assessment model which replicates the system response under various
inflow scenarios, system configurations, and policy options. This chapter describes the
DSS models in detail, and includes typical case studies. The models are discussed in the
order they were developed, starting with the near-real-time operational models (highest
resolution/shortest horizon), continuing with the short- and mid-range management
models (intermediate resolution/horizon), and ending with the long-range planning
models (lowest resolution/longest horizon). This model development order is necessary
because each model in the DSS structure is built upon information generated by the
preceding model.

5.2. Near-Real-Time Operations: Turbine Load Dispatching Model

In hydropower plants with many turbines, the turbine load dispatching problem for an
individual plant can be expressed as follows: Given a total outflow discharge Q" and a
certain reservoir storage S, determine the discharge qj through each turbine j and the
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spillway flow rate s such that 2q; + s = Q" and total power P is maximized. Namely, the
problem calls for allocating the total discharge among the turbines in a way that
maximizes power generation. This mode of operation is also attractive from a water
management standpoint because it implies that a given power generation level is
achieved at the least possible outflow (water conservation).

The following material presents the mathematical formulation of this problem and
outlines the solution method implemented in the INFORM DSS.

The formulation uses the following notation:

qi
[g™", ™1
pi
[P, pi™]
o

S

pi=g (Hy q)

H=£(S)
Hi(Q)
t=1(Q
Ha

discharge of turbine j, j=1, ..., n;

discharge operational range for turbine j;

power load of turbine j;

power operational range of turbine j;

total discharge target for the entire hydropower plant, including spillway
outflow, if any;

spillway (or other outlet) discharge;

turbine power generation function relating power generation (pj) to
discharge (qj) and net hydraulic head (Hx);

reservoir forebay elevation (H) versus storage (S) relationship;
hydraulic loss function;

tailwater elevation (t) versus total outflow (Q) curve;

net hydraulic head.

The objective of the load dispatching problem is to find {gj and pj;,j=1, ..., n} that

subject to

n
maximize P= ij

=1

H, =£(5)-r(Q)-H,(Q),

p; =8;(H,.q;)
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min max _
P <p;<p; or pj—O,

max

q}“i“ququ or q;=0.

An efficient way to handle the various nonlinearities and discontinuities of the above-
stated problem is to reformulate it in multistage form and solve it via dynamic
programming. The multistage formulation is as follows:

Maximize ]= ZPj(q]. JHL)
=1

subject to

Xiq =X, +q;, ji=1..,n,
X; =0, X,;=Q*

H, =£(5)-r(Q)-H,(Q"),

max

p™ <p,<p™ or p,=0,

min max _
q; " <q;<q; or q].—O.

Clearly, if the discharge target Q* is higher than g™, the problem is trivial, and the
optimal solution would be to load the turbines at full capacity and pass the excess flow
through the spillway or some other outlet structure.

In the previous formulation, the individual turbine discharges (qj) constitute the control
variables and the cumulative discharges (Xj) constitute the state variables. Each stage j
represents a different turbine, and the performance index maximizes the total plant
power. This problem is in a typical, one-dimensional, dynamic programming form, and
can be solved by the traditional backward DP procedure (Bellman and Dreyfus 1962).

An equivalent formulation that also maximizes plant operational efficiency would be to
minimize the total plant discharge Q for a given plant power generation P". This
problem can also be formulated in the same way and solved using dynamic
programming.

The load dispatching problem can be solved for various combinations of plant discharge
(Q) and reservoir level (H) to define the best efficiency plant power function P(Q,H).
This function determines the maximum possible power that can be produced by outflow
Q and head H and is used by the short-range reservoir management model to represent
the power generation function in the reservoir management process. The computations
to obtain P(Q,H) are performed only once in an off-line mode. Updating of P(Q,H) is
necessary only if turbine characteristics change.
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Various reservoir and hydropower plant data used by the turbine load dispatching
model are included in Appendix G. Specifically, the appendix contains tables and
figures with storage versus elevation data, discharge versus tail water level data, and
turbine characteristic curves (i.e., power versus discharge versus net hydraulic head
relationships) for Trinity, Shasta, Oroville, and Folsom.

Model results are presented in Figure 66. This figure depicts the plant generation curves
derived by the optimization procedure described in this section. The curves provide the
maximum power output that a plant can generate for a particular combination of
reservoir level and total discharge.
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Figure 66. Plant power generation as function of hourly discharge and reservoir
level for a) Trinity, b) Shasta, c) Oroville, and d) Folsom
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5.3. Short-Range Reservoir Management

The purpose of this model is to find the most suitable hourly release schedule within a
particular day. The short-range model uses the power functions generated by the turbine
load dispatching model for each power plant, and must satisfy the daily release target
decided by the mid-range control model (discussed next). The short-range model
incorporates all release requirements (pertaining to water supply, flood control,
environmental protection, etc.) as well as all power requirements, such as dependable
capacity commitments. In addition to generating optimal schedules, the model is used in
an off-line mode to generate the relationship between daily release, reservoir level, and
energy generation to be used by the mid-range management model.

Denoting R the total daily release volume specified by the mid-range reservoir
management model, the objective of the short-range model is to determine the hourly
discharges {u(t), t =0, ...,23} for each reservoir that

minimize J4[R,H(s(0))] = iF[u(t)] — P[u(t), H(S(t))]

subject to

S(t+1)=S(t) — u(t) + w(t)— L(t), t=0,..,23, S(0)=known,
23
R= Zu(t) ,
t=0
u(t) — Au™ <u(t+1)<u(t) + Au™, t=0,..,23,
P™" (t) < Plu(t), H(S(t))] < P™™(t), t=0,...,23,
u™ (t) <u(t)<u™™(t), t=0,..,23,
S™MM(t) <S(t)<S™(t), t=0,...,23,

where t is the time index (in hours); F[u(t)] is the flood damage or cost associated with
hourly discharge u(t) including both turbine and spillway outflow; P[u(t), H(S(t))] is the
best efficiency plant power function discussed earlier; H(S(t)) is the elevation versus
storage relationship; S(t) is reservoir storage at the beginning of hour t; w(t) is the inflow
(characterized by ensemble forecasts); L(t) is reservoir loss or gain due to water
diversions and surface precipitation and evaporation, if the latter are significant;
Pmin/Pmax are power generation constraints; um™n/u™> are hourly release constraints
reflecting water supply, environmental, ecological, flood control, and other operational
requirements; Smin/Smax are storage constraints; and Au™ and Au™ are operational limits
on release decreases and increases from hour to hour.

The previous formulation accounts for different reservoir management objectives
through various means. These are discussed in the following comments:
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The objective function (or performance index) J aims to minimize flood damage
and maximize energy generation. Although both terms are present in J, they are
usually active during different hydrologic events. Specifically, during low,
normal or moderate flows, flooding is not a concern, and the model aims to
maximize energy generation (or, equivalently, minimize the negative of P[ ]).
During such times, low flow, water supply, and other operational requirements
(such as dependable capacity constraints) are enforced through the release and
power constraints (umir/um> , Aumir/Aum> , and Pmin/Pmax ). On the other hand,
during high floods, when significantly higher volumes R must be released, all
available hydro turbines run at full gate, and the model is concerned with
regulating spillway outflows to mitigate flood damage (F[ ]).

If the inflow forecast over the next 24 hours is probabilistic, the storage
constraints in the above formulation must also be converted in a probabilistic
form, reflecting the requirement that the storage bounds Smin/Smax should not be
exceeded by more than a certain tolerance level. Furthermore, in this case, the
performance index aims to optimize a statistic of ] such as the mean value or a
certain percentile of its distribution. However, inflow forecast uncertainty over
24 hours may not translate to considerable uncertainty of reservoir storage, and
the previous probabilistic considerations may not be necessary.

If hourly power sale prices are available, this model can be used to optimize total
economic gains or losses by replacing function P[u(t), H(S(t))] in the performance
index by function G[P[u(t), H(S(t)), t], which represents the economic gain
associated with power generation P[u(t), H(S(t))] in hour t. Alternatively (but
not equivalently), one could determine the hourly power generation which
minimizes the sum of square deviations from an hourly target power demand
sequence {P*(t), t=0, 1, ..., 23}. Namely, in this case, the objective would be to

23
minimize J4[R,H(s(0))]= Y Flu(t)] - (P*(t) - Plu(t), HES®)I)’ -
t=0
This procedure recognizes the need to generate more power during the peak
generation period, but does not explicitly maximize economic gains.

The above-formulated problem is solved by the Extended Linear Quadratic
Gaussian (ELQG) control method to be discussed in Section 5.5. However, in
cases where daily inflow and outflow is a small fraction of reservoir storage, the
problem can be considerably simplified, assuming that reservoir level remains
constant. This problem does not include the storage dynamical equation and
associated constraints (S™n/Sm>) and is solved via a one-dimensional dynamic
programming scheme.

Repeated solution of the short-range problem for various combinations of initial
reservoir levels H(S(0)) and (R-I) yields the daily energy generation (or energy
revenue) function E[H(S(0), R-I], the daily flood damage function Fi[H(5(0)), R-I],
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and the daily spillage function Sp[H(s(0)), R-I], where (R-I) is the daily release
minus the daily inflow. These functions are computed once, in an off-line mode,
and are used by the mid-range control model to represent the benefits and costs
associated with particular combinations of reservoir levels, daily releases, and
inflow forecasts. If the daily inflow is not appreciable relative to reservoir storage
and release, the previous functions are derived in terms of the daily release R,
not the difference R-1.

Results from the short-range management model for Trinity, Shasta, Oroville, and
Folsom are presented in Figures 67 and 68. Figure 67 shows the daily energy generation
functions obtained through the optimization process described earlier. These functions
are used by the mid-range management model to translate daily release volumes into
daily energy generation. Figure 68 depicts typical examples of 24-hour power generation
sequences that correspond to each point of the daily generation functions.
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Figure 67. Plant daily generation as function of daily release and reservoir level for
a) Trinity, b) Shasta, c) Oroville, and d) Folsom
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54. Mid-Range Reservoir Management

The mid-range management model has a time resolution of one day and a time horizon
of several months. The links with the short-range control model are the daily energy
generation, flood damage, and spillage functions, which ensure that the benefits and
consequences associated with daily decisions are realizable in an hourly sense. The mid-
range model also uses the seasonal forecasts provided by the forecasting component.
The purpose of the model is to (1) assess the relevant operational tradeoffs, and
(2) determine the reservoir releases associated with the tradeoff regions that might
interest the management authorities.

The mathematical formulation of the mid-range management problem is similar to that of
the short-range model, except that it applies to daily quantities and has a control horizon
that extends over several months. The objective is to determine the daily release
sequences {u(t), t=0, ..., N-1} that

minimize ] [H(5(0))]= {§ E[H(S(t), u(t) - w(t)] - E[H(S(1)), u(t) - w(t)]

+S,[H(S(1)), u(t) —w(t)]+ c(t) [S(H) - S™ ()"} + ¢(N) [S(N) - S™ (N)

subject to

S(t+1)=S(t) — u(t) + w(t) - L(t), t=0,..,N-1, S(0)=known,
E™" (t) < E[H(S(t)), u(t) - w(t)] <E™(t), t=0,..,N-1,
u™ (t) <u(t) <u™™(t), t=0,..,N-1,
S™M(t) <S(t) <S™™(t), t=0,..,N,

where t is the time index (in days); N is the length of the control (and forecast) horizon;
Fi[ ] is the daily flood damage or cost function associated with initial reservoir level
H(S(t)), daily release u(t), and inflow forecast w(t); E[ ] is the daily energy generation
function; Sp[ ] is the daily spillage function; S(t) is reservoir storage at the beginning of
day t; L(t) is reservoir loss or gain due to water diversions and surface precipitation and
evaporation if the latter are significant; Emn/Em> are energy generation requirements
based on energy contracts; umin/um are daily release constraints reflecting water supply,
environmental, ecological, flood control, and other operational requirements; Smin/Smax
are storage constraints reflecting flood control and recreational requirements, and {c(t), t
=0, 1, ..., N} are coefficients penalizing storage deviations away from its maximum
levels Smax(t). The following comments clarify various aspects of the mid-range reservoir
management model formulation.

1. The daily inflow process {w(t), t=0, 1, ..., N-1} is characterized by forecast
ensembles and is thus probabilistic. This inflow characterization is necessary in
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the mid-range model in light of the significant magnitude and uncertainty
associated with seasonal inflows. In view of this, the performance index is a
random variable, and the objective of the optimization is to minimize its mean or
a certain percentile. Furthermore, the storage constraints are understood in a
probabilistic sense,

Prob[S™" (t) <S(t)]=n™"(t), t=0,.. N,
Prob[S(t) <S™(t)] > ™™ (t), t=0,.., N,

where mtminand nma are user-defined probabilistic levels for keeping the reservoir
storage respectively higher and lower than Sminand S at prescribed reliabilities.

The mid-range objective function aims to minimize flood damage and spillage
(i.e., spillway releases in excess of turbine capacity), maximize energy generation,
and maintain reservoir levels as high as possible while meeting water supply and
environmental flow requirements. Clearly, these objectives cannot be fully met
all at the same time. For this reason, the model is intended first to assess the
tradeoffs among the various water uses. Tradeoffs are important information
that management authorities can use to select management options in a dynamic
fashion. For example, in any given season, a key decision is the portion of
reservoir storage that should be reserved for flood control versus energy
generation and other purposes. Clearly, more flood control storage would
reduce the risk of flood damage. However, it would also draw reservoir levels
down and could potentially compromise energy generation and other water uses
(e.g., water supply and low flow augmentation) in the ensuing dry season. On
the other hand, if the inflow forecast reliably indicates a drier than normal
climate, the risks of reducing flood control storage would be small, and the
impact to the other water uses less significant. Similar considerations apply to
generating more energy versus keeping reservoir levels higher for use in future
seasons.  Thus, deriving and studying tradeoffs provides an insightful
appreciation of the interrelations among water uses and establishes a holistic
perspective of water management.

In the INFORM DSS, tradeoffs are quantified by gradually increasing the
reliability parameters and the coefficients c(t). The relationships of various
quantities (e.g., flood risk, energy generation, terminals storage, risk of not
meeting water supply and low flow requirements) are then examined and
compared. After reviewing this information, the management authorities can
decide on an acceptable compromise between benefits and risks. Once a decision
is made, the INFORM DSS determines the associated release and storage
sequences and is ready to activate the short-range management model to refine
the daily release volumes into consistent hourly decisions. This process is
intended to be sequential and be reevaluated adaptively as time progresses and
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as more accurate information is collected on the state of the system, the
hydrology, and the demands.

3. The above-stated problem is solved by the extended linear quadratic Gaussian
control method developed by A. Georgakakos and associates (described in the
next section and the cited references), a method suitable for multidimensional
and uncertain reservoir systems. The mid-range management problem is
formulated and solved for each individual reservoir, and it could thus be solved
using a one-dimensional dynamic programming algorithm. However, for
consistency with the basin-wide reservoir coordination that is carried out at the
long-range planning model, the mid-range reservoir management problem is
solved using ELQG, a dynamic optimization algorithm suitable for multi-
reservoir uncertain systems. ELQG is an explicitly stochastic optimization
method, determining releases that optimize with respect to the entire forecast
ensemble, not with respect to individual traces. ELQG is described in detail in
the following section, long-range planning, where it is more generally and
uniquely applicable.

Results from the mid-range control model for Folsom and Oroville are included in
Figures 69, 70, 71, and 72. These figures present example model runs with a 90-day
forecast and management horizons. The reservoir management purpose for these runs is
to determine releases that meet the minimum and maximum release requirements while
maintaining (1) reservoir levels as high as possible, and (2) the probability of spillage
less or equal to 10%. The graphs indicate that the model accomplishes this objective by
keeping reservoir levels near the top of the conservation storage with 90% of the traces
being within the pre-specified storage limits. The INFORM DSS can be used to generate
operational tradeoffs by varying the reliability levels and other parameters (e.g.,
minimum and maximum release levels and storages) and running the model to explore
the impacts that these changes might have on the system’s performance relative to its
various objectives (e.g., the reliability of meeting water supply and environmental flow
targets, energy generation, and flood protection requirements).

5.5. Long-range Planning

The long-range planning model has a time resolution of one month and a time horizon
of one to two years. In contrast to the preceding DSS models, the long-range planning
model represents the entire Northern California river and reservoir system and aims to
assess applicable planning tradeoffs and develop coordinated planning strategies.

The long-range planning model includes comprehensive simulation and optimization
routines described next.

140



Elevation

2,300

| e PR e ES = ———————————

BAM AL ecocccecccocccoscaaccasssscccncasaccosccscccocccaccossccsccoscessscoscmmsscsssssssass

T

T T T T T T T T T
THM931 TH98 AA3M931 1201981 1/2TH981 2/2M9581 284981 2141981 20211981 25281981
Drate

Local Inflow

25,000
20,000 4

& 15,000

[&]
10,000
5,000

|:| A
M98 M98 AH4M981 1214981 1028M981  24AM981 2M1M881 2ME8M981 20250193
Cate

Simu Total Release

D T T T T T T T T T
1HMEE1 1FM98 1H3M981 1201951 1/27M981 2021981 2081981 2144981 22 M98 2528M 981
Drate
Energy

04— U v v v L |---|

v v T T u
TAMA5T 18M951 112851 185981 10261981 2981 275881 2M3M851 2200851 202795
Drate

Figure 69. Mid-range model example run for Trinity. A 3-month forecast horizon
from 1/1/1981.

141



Elevation

1050 fommmemmees /_ """"" _ ____d_,,———"““‘“—"” """ == =

JEIDLcceccocccccccoccccscossccsasaasaceccaccnccccscsssscsacaasassasasccccscosssecacaases

=

EEDbececcocccccccoccccocosssscasascaseccaccnccccscsssscsacassassasoscocccocsnssecacaases

a0a | v i A | R e | S | v U
THM981 M98 131931 1201981 127M881 2021981 208M981 2141931 25211931 25281931
Date

Local Inflow

120,000 |

100,000 |

80,000 |

£ 50,000 ]

40,000 |

20,000 |

ok =

THASEN 1THSE1  1H4HOE1 M98 1ORMOE1  24A9E1  2MAASE1 2HMBMGE1 2254 981
Date

Simu Total Release

20,000
15,000
£ 40,000 ) B TR

5,000

D T T T T T T T T
TMM981 17981 14981 1294981 17281981 241981 2ZM1M981 2M8M931 25251981
Date

Energy

T T
1TA931 17931 131981 12201981 102715881 221931 2/8M931 21411981 2211931 20281531

Diate

Figure 70. Mid-range model example run for Shasta. A 3-month forecast horizon
from 1/1/1981.
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Figure 71. Mid-range model example run for Oroville. A 3-month forecast horizon
from 4/1/1981.
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Figure 72. Mid-range model example run for Folsom. A 3-month forecast horizon
from 1/1/1965.

144



5.5.1. System Simulation Model

The simulation model for the Northern California river and reservoir system was
developed based on input received by DWR, the U.S. Bureau of Reclamation, and the
USACE in the form of personal discussions, email communications, water balance and
demand spreadsheets, and internal agency technical reports. The entire system is
divided into 6 subsystems, based on hydrological network location and functionality.
These subsystems are as follows (also see Figure 10):

e Trinity River System (Clair Engle Lake, Trinity Power Plant, Lewiston Lake,
Lewiston Plant, JF Carr Plant, Whiskeytown, Clear Creek, and Spring Creek
Plant).

e Shasta Lake System (Shasta Lake, Shasta Power Plant, Keswick Lake, Keswick
Plant, and the river reach from Keswick to Wilkins).

e Feather River System (Lake Oroville, Oroville Power Plants, Thermalito
Diversion Pond, Yuba River, and Bear River).

e American River System (Folsom Lake, Folsom Plant, Natoma Lake, Nimbus
Plant, Natoma Plant, and Natoma diversions).

¢ San Joaquin River System (New Melones Lake, New Melones Power Plant,
Tulloch Lake, Demands from Goodwin, and Inflows from the main San Joaquin
River).

e Bay Delta (Delta Inflows, Delta Exports, Coordinated Operation Agreement
(COA), and Delta Environmental Requirements).

The model formulation and associated assumptions for each subsystem are fully

described in the next sections.

5.5.1.1.  Trinity subsystem

The Trinity River System includes Clair Engle (or Trinity) Lake, Trinity Power Plant,
Lewiston Lake, Lewiston Plant, JF Carr Plant, Whiskeytown, Clear Creek, and Spring
Creek Plant. The Clair Engle Lake is operated to meet the minimum and target flows in
the Trinity River, and the monthly target storage for Whiskeytown reservoir. This
system is described by the following water balance equations:

Whiskeytown:

Sy (K +1) = Sy (K) + Lygy () = EVPypy (S (), ) + Ryg (k) = Ree (k) = Ree (k) 5
Clair Engle Lake (Trinity):

Scr(k+1) =S¢ (k) + 1 (k) = EVP (Scp (k) k) = Rey (k)

RCL (k) = RLE (k) + R]F (k) ;
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where
k is the time step in months;

Swh, Iwn, and EVPwn are respectively the storage, inflow, and evaporation loss of
Whiskeytown;

Rcc is the minimum river flow requirement for Clear Creek;

Rsc is the target flow for Spring Creek plant;

Rtk is the minimum river flow requirement for Trinity River;

Ryr is the flow through JF Carr plant; and

Sct, Icr, EVPcr, Reu are respectively the storage, inflow, evaporation loss, and release of

Clair Engle Lake.

5.5.1.2. Shasta Lake subsystem

The Shasta Lake System includes Shasta Lake, Shasta Power Plant, Keswick Lake,
Keswick Plant, and the river reach from Keswick to Wilkins. The Shasta Lake is operated
to meet the minimum and the target flow at Wilkins on the Sacramento River and share
(if specified) the water supply in the Delta. The dynamical response of Shasta Lake and
flow at Wilkins are described by the following equations:

Shasta Lake:
Sen(k +1) = Sgyy (k) + Lgyy (k) = EVPgyy (S (K), k) = Ry (k) ;
Ry (K) = Ry (K) = R (K) + Qpysys ;
Ry (K) = max[RY" (K), Qi (k) ~ R (k) ~ Ly (W]
Flow at Wilkins:
Quin (k) = R (k) + Ry (K) + Ly (k) ;
where

Ssh, Isu, EVPsh and Rsu are respectively the storage, inflow, evaporation loss, and release
of Shasta Lake;

Rxke is the release of Keswick reservoir;
Ry is the minimum Keswick release requirement;
min

wil s the minimum river flow requirement at Wilkins;

Iwik is the local inflow between Keswick and Wilkins; and

Qpusn is Shasta’s share of the Delta demand.
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5.5.1.3. Feather River subsystem

The Feather River System includes Lake Oroville and power plants, Thermalito
Diversion Pond, Yuba River, and Bear River. The inflows from Yuba and Bear are
combined in the simulation model. The flow contributions to the Delta from both rivers
are lumped into an aggregate quantity called Sacramento Accretion. Lake Oroville is
operated to meet the demand associated with Thermalito and the Feather River
minimum and target flow requirements, and share (if specified) the water demand of the
Bay Delta. The system dynamics of Lake Oroville and flow downstream of Thermalito
on the Feather River are described by the following equations:

Lake Oroville:
SOR (k+1)= SOR (k)+ Lor (k) - EVPq, (SFO (k) k)- Ror (k);

R (k) = Dy (k) + max(Qrit' (k), Quyy' (k) + Qpyior s
Flow at Thermalito:

Qpyy (k) = Rogk) =Dy (k) ;
where

Sor, Ior, EVPor, Ror are respectively the storage, inflow, evaporation loss, and release of
Lake Oroville;

Dru is the demand from Thermalito;

™ and Q; are the minimum and target flow requirement downstream of

Thermalito; and

Qpior is the Oroville share of the Delta demand.

5.5.1.4. American River subsystem

The American River System includes the Folsom Lake, Folsom Plant, Natoma Lake,
Nimbus Plant, Natoma Plant, and Natoma diversions. The Folsom Lake is operated to
meet the demands of the Natoma reservoir and the minimum and the target flow
requirements on the American River, and share (if specified) the water demands of the
Delta. The dynamics of Folsom Lake and the flow downstream of Nimbus are described
by the following equations:

Folsom Lake:
Sio(k+1) =S5 (k) + 1o (k) —=EVP (Spo (k) k) =R (k) ;
Ry (k) = max(Q" (k), QY (k) + DPM, (k) + Dy (K) + Qpyro 5

where
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Sro, Iro, EVPro, Rro are respectively the storage, inflow, evaporation loss, and release of
Folsom Lake;

ntand Qf;' are the minimum and target flows downstream of Nimbus;

DPMro is the demand for Folsom pumping;
Drs is the demand for Folsom South Canal; and

Qouro is Folsom'’s share of the Delta demand.

5.5.1.5. San Joaquin River subsystem

The San Joaquin System includes New Melones Lake, New Melones Power Plant,
Tulloch Lake, Demands from Goodwin, and the inflows from the main San Joaquin
River. The New Melones is operated to meet the demands at Goodwin and the
minimum and the target flow requirement downstream. The system dynamics of New
Melones Lake, Tulloch Lake, and the river flow at Vernalis are described by the
following equations:

New Melones:
Sy (K +1) = Sy (K) + Ty (K) = EVE (S (), k) =Ry (k) 5
Tulloch:
Sy (k+1) =Sy (K) + Ry (K) =Ry (k) ;
R, (k) = Deyp (k) + Do sy (k) + max(Qgg (k), Qo' (K));
Ry (k) =Ry (k) +(Srg' (k+1) =Sy (k) ;
Flow at Vernalis:
Qyi (k) = max(Qgg (k), Qo' (K)) + Lge (K);
where

Snm, Inv, EVPNM, Ram are respectively the storage, inflow, evaporation loss, and release of
the New Melones Lake;

Sruand Rru are the storage and release of Tulloch;
Dcur and Domyssip are the demands at Goodwin;

o and Qg are the minimum and target flows downstream of Goodwin;

S75" is the target storage of Tulloch Lake;

Qvk is the river flow at Vernalis; and

Isir is the inflow from Jan Joaquin above the Stanislaus junction.
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5.5.1.6. Bay Delta

The Delta receives inflows from the Sacramento River, San Joaquin River, and several
local streams. In addition to the consumptive use inside the Delta and the environmental
constraints, the Delta provides storage for exporting water to the south part of California
through pumping. Under normal hydrological conditions, the Delta inflows can meet
the Delta demands and the water export targets. However, during dry water years,
extra water has to be released from the upper major reservoirs to meet the Delta
demands. The required extra water is shared by the large reservoirs in the Sacramento
River basin (Clair Engle Lake, Shasta, Oroville, and Folsom). The shared percentage and
operation rules in the simulation follow the COA but can also be modified by the
program user.

Delta Inflows
The local Delta inflows include:
e Sacramento Valley Accretion: Isv(k);
e Freeport Treatment Plant: Irr(k);
e Eastside Stream: Ies(k);
e Miscellaneous Creeks Inflow: Imc(k);
* Yolo bypass: Ivs(k); and
e Transfer Inflow: Ir(l).
Freeport Flow
Qpp (k) = Qe (k) + Qyi (K) + Qpy (K) + Qryy (k) + Ly (k) + Ir (K) -
Total Delta Inflow:
T (K) = Qpp (k) + Qug (K) + Ts (K) + Iy (k) + Ty (k) + Ty (K) -

Delta Exports

The Delta water exports are determined jointly by the US Bureau of Reclamation (USBR)
and the State Department of Water Resources (DWR). Federal exports include:

e Contra Costa Water District Diversion, Dccwp;
e Barker Slough, Dss;

¢ TFederal Tracy Pumping, Drrep;

¢ TFederal Banks on-peak, Drson;

e TFederal Banks off-peak, Drsorr;
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e Federal Banks Pumping total, Drreror;
e Federal Banks PP CVC, Drsrrcve;

e Federal Banks PP Joint, Drsrent; and
e Federal Banks PP Transfer, Drspp1x;

The total federal pumped water is estimated as follows:

DFPPTOT (k) = DFTPP (k) + DDFBON (k) + DDFBOFF (k) + DFBPP (k) + DFBPPCVC (k) + DFBPPJNT (k) + DFBPPTR (k)

The total federal planned export is the sum of the federal pumped water and the CCWD
diversion:

Diwxror (k) = Dippror (k) + Decwn (k)
State water exports include:
e NBA Diversion, Dnsa;
e State Banks PP, Dssrr; and
e State Tracy PP, Dstee.
The total state export is computed as the sum of the previous components:

Dgexror (K) = Dyga (K) + Dggpp (K) + Dgppp (k) -

The total planned export from both federal and state is computed as follows:

DEXTOT (k) = DSEXTOT (k) + DFEXTOT (k) + DBS (k) .

Delta Coordinated Operation Agreement (COA)

The Delta COA is described using the following notation:
e Required Delta Outflow, Qminpi;
e Delta Consumptive Use, Doi;

e Combined required reservoir release, QRES:

QRES(k) = max(0, Dy, (k) + Dgygor (k) + lel? (k) = Lgy (k) = Qg (K) = Lip (k) = Lg (k) — Tyye (K) = Ly (k)

e Total Federal Storage Withdrawal, DSrror:

DSFTOT (k) = (RCC (k) - IWH (k)) + (RKE (k) - ISH (k)) + (RFO (k) - IFo (k)) ;
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e Total State Storage Withdrawal, DSsror:

DSgror (k) = (Ror (k) = Tor (k) ;

¢ Computed Delta Outflow, Qo

Qi (k) = Qpp (k) + Ly (k) + Qu (k) + Dy (K) = Do (K) + s (k) + e (k) 5
e Estimated Excess Outflow, Qgstor:

Qesror (k) = (Qpy (k) — Qmyy (K)) ;

e Un-stored Flow for Export, Qure:

DEXTOT (k) + QESTOT (k) - (DSFTOT (k) + DSSTOT (k))/ ifDSFTOT (k) + DSSTOT (k) < DEXTOT (k)
0, otherwise

QUFE (k) = {

e Estimated in-basin use of storage withdrawal, Qmsasin:

Quasn (k) = max(0, DSy (k) + DSgpop (k) = Digyror (k)
e USBR Allowable Export, Dy pyror
Diexror (k) if - Qp, (k) > leltn (k),

Dipxror (K) = {O'SSQUFE (k) +DSgor (k),if - Ques(k)>0
DSgror (k) = 0.75Q gsn (k)

e USBR Monthly COA Account, Qrcoa:

0,if Qp(k)> QS{? (k),
Dg;)((TOT - DFEXTOT (k)/ otherwise

Qrcon (k) = {
e Accumulated COA(k), Sscoa:
Sscon (K+1) = Secop (K) + Qpeon (K)
e Adjusted Delta Outflow, Qpita:
Qpia (K) = Qpp (k) + Ty (k) + Qu (K) + Dy (k) = Dgxror (K) + I (K) + Ty (K) + g (K))
e Adjusted Excess Outflow, Qesrora:
Qesrora (k) = (Qpi (k) — Qpy' (K))
e Rio Vista Flow, QRV:

0.87Q,, (k) — 0.333* 2632 — 1000, if XChannelGate =1,
Qpy (k) = 0.7Q,, (k) — 0.333* 2632 — 2050, if XChannelGate =0,
0.5(0.87Q,, (k) — 0.333* 2632 — 1000 + 0.7Q,, (k) — 0.333 * 2632 — 2050), otherwise
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Bay Delta Environment

The Delta environmental conditions are simulated based on the following notation and
relationships:

¢ X Channel Gates, XGopt;
e Cross Delta Flow, Qxorr:

0.133Q;, (k) + 829, if XChannelGate =1,
Qyorr (k) =14 0.293Q, (k) + 2090, if XChannelGate =0,
0.213Q;; (k) + 1460, otherwise

e Antioch Flow, Qan:

Qan (k) = 0.8(Qyg (k) +2/3Dp (k) = Diyror (k) + Qupre (K))
o QwesT:

Quyesr () = Qun (k) /0.8 + I (k)

e Computed Delta/Inflow Ratio (%), DI%:

DI%(k) = (Qexror (k) = CCWD)/ 15 (k)

e X2 Location (km from GG), X2:

X2(k) =122.2 +0.3287X2(k — 1)~ 17.65Log(Qp, (k))

e Supplemental project water, Qsup:

qup (k) = DSFTOT (k) + DSSTOT (k) - DEXTOT (k)

South Delta Formulation

The exports south of the Delta are simulated based on the following notation and
relationships:

e Delta Mendota Canal, Dpwv;

e TFederal Dos Amigos, Drpa;

e TFederal ONeil to Dos Amigos, Dropa;
¢ San Felip Demands, Dsr;

e Cross Valley Demands, Dcv;

e TFederal South Exports in ONeil, Drexo;
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e TFederal South Exports in San Luis, DFEXSL;

e Federal San Luis Pumping, Qgst:
Qpsr. (k) = Dy (k) + Dipjy (K) + Diopa (K) + Dippror (K) = Dggxo (K) = 0.47Evp oy

e Federal Storage in San Luis, Ssir:

SSLF (k + 1) = SSLF (k) + QFSL (k) - DSF (k) - 0-47EVP0

neil
¢ South Bay Demand, Dss;

e State Dos Amigos Demand, Dspa;

e State San Luis Pumping, QssL:

Qssr. (k) = Dggxror (K) = D (K) = Dep, (K) = 53Evp oy
e State Storage in San Luis, Ssts:

Ss15(K) =S¢5 (k) + Dgg (k) = 0.53EvpP ey

The previous relationships provide the means to simulate the month-by-month response
of the Northern California system to a particular set of inflows, demands, and
operational policies.

5.5.2. Simulation Model Validation

To determine the validity of the INFORM DSS system simulation model described in the
previous section and to demonstrate its utility in relation to other commonly used
models, a comprehensive comparison with the CALSIM water resources simulation
model (Draper et al. 2004) was performed. CALSIM is also a monthly model but
includes considerable detail with respect to withdrawals occurring at the various
reaches of the Trinity, Sacramento, Feather, American, Yuba, and San Joaquin Rivers.
The INFORM DSS simulation model includes a more aggregate system representation
but is the basis for a more advanced system optimization model, to be described in the
next section. The purpose of the comparison presented herein is to investigate whether
the two simulation models yield consistent results under the same hydrologic and
demand conditions and reservoir release policies.

5.5.2.1. Comparison set-up

The model comparison included the following steps:

1. CALSIM and its necessary computational accessories (databases and auxiliary
programs) were acquired (reference site) and rendered operational at the Georgia
Water Resources Institute computer facility;

2. CALSIM was run using data from the CALSIM 2001 Level-of-Development
Benchmark Study;
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3. The CALSIM hydrologic (e.g., inflows, evaporation coefficients) and demand
sequences were aggregated to the spatial aggregation level used by INFORM
DSS;

4. INFORM DSS was run using the previous sequences and the CALSIM reservoir
releases;

5. CALSIM and INFORM DSS simulation results were finally compared to assess
consistency with respect to major reservoir storages, river node flows, and the X2
location.

An example of the spatial aggregation performed on the CALSIM sequences for use by
the INFORM DSS is provided in Figure 73, depicting a section of the American River.
Specifically, the figure shows that INFORM represents inflows to the Folsom reservoir
and demands taken out of Natoma, while CALSIM includes a more detailed
representation of inflows and demands. The aggregation process is described in the
figure. Similar spatial aggregations were performed for all other reaches of the northern
California reservoir system.

CALSIM Representation INFORM Representation
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Figure 73. American River spatial aggregation

5.5.2.2. Model comparison

CALSIM and the INFORM DSS simulation model were compared with respect to river
node flows, the X2 location (interface of saline and fresh water), and major reservoir
storages. These quantities are compared in the following series of figures showing the
two model sequences. Figures 74, 75, and 76 depict model results for the Delta outflow,
Delta X2 location, and major reservoir storages, respectively. CALSIM and INFORM
results for the first two quantities are identical. Furthermore, with the exception of
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Oroville, all CALSIM and INFORM storage sequences also coincide. The discrepancy for
the Oroville storage was traced to an error in the CALSIM code. During certain months
in the sequence (primarily Septembers), CALSIM adds random quantities in the Oroville
water balance equation. The end-of-period reservoir storage calculated by the model in
these months differs from the value that would be obtained by adding/subtracting the
net inflows/outflows from the beginning-of-period storage.
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Figure 74. Delta outflow comparisons
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(e) New Melones

Figure 76. Reservoir Storage Comparisons: (a) Trinity, (b) Shasta, (c) Oroville,
(d) Folsom, and (e) New Melones

Notwithstanding this discrepancy, which will hopefully be corrected in future CALSIM
versions, the comparison results confirm that the INFORM simulation model is
consistent with CALSIM and can be used to represent the response of the Northern
California system at the same accuracy level.

In view of the above conclusion, it is recommended that CALSIM and INFORM DSS be
used in a manner that re-enforces their individual utility. Namely, the planning process
can benefit as follows: First, the INFORM DSS can be employed to generate long-range
planning tradeoffs and associated reservoir release policies based on seasonal hydro-
climatic forecasts. Second, the INFORM DSS policies and forecasts can be used by
CALSIM to develop a more detailed spatial representation of the system processes
(inflows, withdrawals, returns) that are more meaningful to individual stakeholders.

5.5.3. System Optimization Model

The optimization model is described by the system dynamics, various constraints,
performance index, and optimization method.

5.56.3.1. System dynamics

System dynamics refers to the system simulation model described in Section 5.5.1.
However, the optimization algorithm requires expressing the simulation model
equations in state space form. This can be accomplished by assembling the water

balance relationships for the major system reservoirs and the equation for the X2
location as follows:
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Scr (k+1) =S¢ (K) +1¢. (k) = EVFq (Scp (k) k) = Rey (K);
Sor (K +1) = Sog (k) +Tog () = EVEog (Spo (k), k) = Ror (k)
Se (K +1) = Sgy (k) + Iy (k) = EVPgyy (Sepy (k), k) = Ry (k) ;
Seo (K +1) = Sy (k) + Lo (K) = EVPyo (Spo (), k) = Ry (k) ;
S (K +1) = Sy () + Ty (K) = EVE (S (K), ) =Ry (k)5
X2(k) =122.2+0.3287 X2(k —1)-17.65 Log(Qpy (k));

where
Qo (k) = Qpp (k) + Iy (k) + Qy (K) + Dy, (K) = Digyror (K) + Ls (K) + Ty (K);
Qe (k) =Ry () + Ry (K) + R (K) + R (K) = Doy () + Ly (K) + L (K)

QVE (k) =Ryu (k) - DCUP (k) - DOID/SS]ID (k) + ISJR (k) .

In the previous equations, the two-letter subscript includes the first two letters of the
reservoir name; k is the discretization time interval corresponding to one month; S(k) is
reservoir storage at the beginning of the month; EVPi(Si(k)) is the net evaporation loss
which is a function of reservoir surface area and therefore storage; R(k) is the release
volume during period k; I(k) is the local inflow volume; X2(k) is the X2 location at time
k; and Qor is the delta outflow computed as a function of the flow at Freeport, flow at
Yolo Bypass, flow at Vernalis, total Delta demand, total exports from Delta, East Side
streams inflow, and inflow from miscellaneous creeks. The terms in the expressions for
Qrp and Qve have been defined in the description of the simulation model (Section 5.5.1
and subsections therein).

These equations can be compiled into one vector equation as follows:
S(k +1) = £(S(k), u(k), &(k), k),
k=0,1,...,N-1,

where S(k) is the state vector, u(k) is the vector of controllable releases, (k) is the vector
of uncertain inputs, f[ ] is the state transition (vector) function relating the previous
quantities, and N is the simulation horizon. An important feature of the above equation
is that the quantities of its right side pertain only to time period k. Namely, there are no
time-lagged quantities involved. This represents the system state equation and is a
standard form necessary for the application of dynamic optimization (decision)
methods.

The state and control vectors are defined as follows:
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(S1(K)] [ Scu(k) -
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S5 (k)| _| Sor(k
S0 SSEk; |'s Ek; ;a9 =] us(k) |=| Rep(K) |,
54(1<) S () u, (k) || Rio(k)
Se(k)| | Xe(k=1)] Lus(k) | [ Ry(k) |

where the initial state vector S(0) is presumed known. The state transition vector
function is defined as shown below:

_fl (k) I SCL (k) + ICL (k) - EVPCL (SCL (k)/ k) - RCL (k) i
£,(k) Sei (K) + gy (k) = EVPg, (Sgyy (k), k) = Ry (K)
fa (k) SOR (k) + IOR (k) - EVPOR (SFO (k)r k) - ROR (k)
£ || oK)+ Tk (K)~ EVP,o Sy (K), )~ Ryo (k)
fs (k) SNM (k) + INM (k) _EVPNM (SNM (k)/ k)_RNM (k)
£ (k)| | 122.2+0.3287 X2(k ~1)~17.65 Log(Qpy (K)) |

f(k) =

Finally, the uncertain inputs associated with each transition equation comprise the input
vector &(k):

[ (k
£, (k
£, (k
f,(k
£ (k

£ (k

~

T ()} ]
{Ls (1)}
{

~ ~—

{or (K)}
Lo (K}
{how ()}
(Lo ()}

(k)=

~

-~

~

where Ini(k) represents all uncertain inflows to the Bay Delta.

The previous equations summarize the system dynamics. In decision systems
terminology, S is the state vector, u is the control vector, and £ is the input vector. As
discussed next, these quantities are subject to various constraints imposed by physical or
operational requirements.

5.5.3.2. Constraints

Generally, the storage and release variables for all reservoirs are constrained to be
within certain feasible ranges:

s™n(k) < S(k) <S™(k), k=1,2,..N,

R™ (k) < R(k) < R™(k), k=0,1,.., N-1.
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In these relationships, the upper and lower storage limits delineate the extent of
reservoir conservation storage and can vary seasonally. The lower release limits
represent existing environmental and water supply requirements, aggregated along the
river reaches downstream of each reservoir. The upper release limits are determined
based on hydro generation and spillway capacities.

In view of the system uncertainties, however, the reservoir storage constraints
are more properly expressed in a probabilistic form:

Prob[ 5™n(k) < 5,(k) | = n(K)
Prob][ S,(k) <Sm(k) ]2 (k) ,

iereservoirs, k =1, .., N,

where mmin and m™* are user-specifiable reliability levels. These levels, similar to the
upper and lower storage and release limits, can vary seasonally but are usually constant.

The goal of the optimization algorithm is to identify release sequences for all reservoirs
{ui*(k), i = 1,2,...,5; k = 0,1, ...,N-1} such that system objectives and constraints are met
successfully. The element of the optimization formulation that brings this to bear and
also measures the success of the various operational alternatives is the performance
index discussed next.

5.5.3.3. Performance index

The optimization procedure aims to maximize systemwide benefits, while meeting all
environmental and water supply demands. A performance index, J, that can achieve this
objective is as follows:

N-1

J=E{ [Pr(S(K) + Prug(S(K)) + Purg(u(k)) + Pyu(u(k),S(k)) + Prp(S(k))]

k=0

Pr(S(N)) + Prp(S(N))},

where

Pu(S(k)) =

H™ - H,(Si(k) H™ - H;(Si(k)
]- + e Tu ]- + e Tu

S o, [[H?‘“ - HSM)T | [H™ -Hi<si<k>>12] ,

ieReservoirs

_ H (k) - H®@]"
Phug(S(k)) = z 0“2i|: H™ - Ho° } s

ieReservoirs
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[u, (k) - u® (k)]
utrg k = 3i - . 7
Puui)- 3 o }

ieReservoirs u;nax (k) - uimin (k)]2

Py, S0)=" > o SPL(u(K)S,K) ,

i€Reservoirs

H(S(9) - H™G) - HiS(K) - H™ )
H:nax _ Himin H;nax _ Hjmin

Pur(S(k)) = Z s

i,jeReservoirs

In the above, E{ } denotes expectation of the quantity in the brackets with respect to the
joint probability distribution of the reservoir inflows.

There are five penalty terms in the performance index to be minimized through the
optimization algorithm. The first term —Pu(S(k)) —uses barrier functions (one for each
reservoir) to enforce elevation (or equivalently) storage constraints. In this term,
H"™" (k) and H"* (k) are the lower and upper elevation limits for the ith reservoir,
H,(Si(k))is the elevation versus storage function, and Ty is a barrier function
parameter. Their most important feature is that they are everywhere analytical (with
continuous first and second derivatives) and yet delimit with desirable accuracy the
conservation storage regions. Namely, inside the [ H™" (k) , H™ (k)] range, they vanish;
while outside of it, they impose a quadratic penalty the severity of which is controlled
by the weighing coefficients aii. The value of aui should be high enough to ensure that
these constraints have priority over other performance index terms. Parameter T,
controls the smoothness of the transition over H"" (k) and H™ (k) , and requires some

experimentation. (A value of Ty = 0.002 has been found to work well.)

The second term —Phnug (S(k)) —penalizes departures from a target level. In this case, the
target level is the top of the conservation storage zone. This choice promotes water
conservation as well as hydropower generation efficiency. In addition, purely quadratic
state and control terms improve the convergence speed of the optimization algorithm to
be discussed later.

Similar to the second term, the third term —Puwg (u(k)) —penalizes releases away from
some target value. This term is useful if a certain release target pattern is provided. An
example is provided in the case studies.

The fourth term —Pspi (u(k),S(k)) —aims at minimizing spillage. Spillage is defined as the
portion of the release which is larger than the turbine capacity. Minimizing spillage is
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consistent with the long-term goal of maximizing energy generation and conserving
water.

The last term —Pur (S(k))—aims to operate the system reservoirs in a fairly uniform
manner and avoid extreme level fluctuations where some system reservoirs are fully
depleted while others remain full.

Penalty parameters a are used to introduce priorities in the performance index terms.
These parameters should be determined such that the first term of the performance
index is dominant. The rest of the terms are adjusted based on the priority of the
operating objective. The logic is to determine feasible sequences guaranteed to minimize
the other terms.

It is noted that energy generation terms can also be included in the performance index.
However, optimizing long-term energy generation is consistent with maintaining high
reservoir levels (water conservation) and minimizing spillage, which are also achieved
by the previous index terms. To be sure, energy generation terms will have to be
included in the short-range models for hydropower operations scheduling.

5.5.3.4 Optimization method

The optimization problem formulated in the previous section is solved using the
Extended Linear Quadratic Gaussian (ELQG) control method which was originally
introduced by Georgakakos and Marks (1987) and further developed by Georgakakos
(1989a, 1989b, 1989c), 1991, 1993), Georgakakos et al. (1997a, 1997b, 1997c), Yao and
Georgakakos (2001), and Hooper et al. (1991). ELQG is an iterative optimization
procedure starting from an initial control sequence {u(k); k = 0, 1, 2, ., N-1} and
subsequently generating increasingly better sequences until convergence. Convergence
is achieved when the value of the performance index cannot be reduced any further.
ELQG is reliable, computationally efficient, and especially suited for uncertain, multi-
reservoir systems. A more detailed account of the ELQG optimization algorithm and
features is provided next.

The elements of the optimization problem (system dynamics, constraints, and
performance index) are summarized below:

e  System Dynamics

S(k+1) = f[S(k), u(k), £(k), k], k=0,1,.., N-1,
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e  Constraints
Prob[H™(k) < Hi(Si(k))] = n{"™"(k),
Prob[H;(Si(k)) < H"(k) | 2 n{"™>(k) ,
u™(k) < ui(k) < uf™(k),
i=1,2...,6; k=0,1,..,N.

These are associated with the system reservoirs and are expressed in a probabilistic form
due to the uncertain inputs.

e Performance Index

u(k), k=0,1,.., N-

Minimize1 J=E { % g, [S(k), uk)] + g, [S(N)] },

where S(k), u(k), and (k) are the state, control, and uncertain input vectors defined in

the previous section, x;"" and ;" are reliability parameters, gk is a function including all

performance index terms associated with period k, and gn is a function including terms
associated with the terminal time N. (As before, bold type indicates vector or matrix
quantities.)

The ELQG optimization procedure starts with an initial control sequence
{u’), k=0,1,..,N-1}and the corresponding mean state vector sequence
(S'k), k=0,1,.., Nk

S’ (k+1) = £[S (k), u’(k), £(k), K] ,

s’ (0) =S(0) = known,,
k=0,1,.. N-1,

where £(k) represents the mean vector of the uncertain input £(k). The next step is to

define a perturbation system model valid in the neighborhood of the nominal state and
control sequences:
AS(k)=S(k)-§°k), k=0,1,..,N,
Auk)=u(k)-u’(k), k = 0,1, .. N-1,
AER) =EK) - EK), k = 0,1,...,N-1.

This model describes the dynamic relationship of the state, control, and input vector
perturbations, and, to a first order approximation, it has the following form:

AS(k+1) = A(K) AS(K) +B(k) Au(k) + C(k) AE(K),
AS(0)=0,
k=01,., N1,
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where the matrices A(k), B(k), and C(k) represent the gradient matrices of the state
transition function with respect to the state, control, and input vectors respectively:

df,(k) df,(k) dfl(k)
ds(k) du(k) d&(k)
df,(k) diy(k) df,(k)
AK) = Vo f()=| dSK) |, Bk)= Vi (k) =| duk) |, Ck)=V,, f)=| dEk)
dfe(k) dfe(k) dfe(k)
ds(k) | | du(k) | | dE(k)

The performance index can also be expressed in terms of the perturbation variables as follows:
N-—

1
205
k=0

—_

AS™(k) Qss(k) AS(k) + g5 (k) AS(k) + % Au'(k) Ruu(k) Au(k)

+1, (k) Au(k) + Au’ (k) Q,5(k) AS(K) ]

v % AST(N) Qu(N) AS(N) + qZ(N) AS(N) } ,

where Qss(k), qs(k), Ruu(k), ru(k), Qus(k) are coefficient matrices defining a quadratic
approximation of the original performance index. These matrices include the first and second
partial derivatives of the gi[ ] and gn[ ] functions with respect to the state and control variables
evaluated at the nominal sequences.

The perturbation control problem defined above is next solved to generate an optimal control
sequence {Au*(k), k=0, 1, ..., N-1}. This constitutes the optimization direction which defines a
new nominal control sequence according to the following relationship:

u™¥(k) =u’(k) + o Au* (k) ,
k=0,1,.., N-1,

where « is the optimization step size. Some important features of the ELQG solution process
are summarized below:

e The ELQG iterations are (1) analytically based (the optimization directions are obtained
by Riccati-like equations), (2) reliable (the iteration process is guaranteed to converge if
the problem has a feasible solution), and (3) computationally efficient (convergence is
fast). In fact, in the neighborhood of the optimum, it can be theoretically shown that the
method converges at a quadratic rate.

e Control constraints are not included in the performance index as penalty terms but are
handled explicitly through a Projected-Newton procedure. This has important
computational efficiency implications as it allows for many constraints to enter or exit
the binding control set at the same iteration. The optimization direction is then obtained
in the space of the binding constraints.
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e State (or, equivalently, elevation) constraints are handled through the barrier
penalty functions discussed in the previous section. This approach has proven to
be reliable and computationally efficient. Handling of the state constraints
requires the characterization of the state probability density. This is
accomplished by developing a linear approximation of the true feedback laws as
a by-product of the analytical computation of the optimization direction. These
feedback law approximations are used within the state dynamical equation and
to generate state variable traces corresponding to each member of the inflow
forecast ensemble. The state variable traces characterize fully the joint probability
density of the state vector and are used to convert the state probabilistic
constraints into deterministic equivalents.

The ELQG iterations continue until the value of the performance index cannot be
reduced any further. At this point the process terminates, and the current nominal
control sequence becomes the solution of the optimization problem. Under convexity
conditions (which are usually valid), this solution is globally optimal. (Convexity can be
tested by starting the optimization process from different initial control sequences and
verifying that the process converges at the same optimal sequence.)

As indicated earlier, the optimization model is applied sequentially, where only the first
element of the control sequence is actually implemented. The system is then monitored,
new values for the state variables are recorded, new forecast ensembles are generated,
and the optimization cycle is repeated at the beginning of the next time period (i.e., at
the beginning of the next month). In this way, the model always uses the most recent
system information and continually updates its policies to the current demands, storage
availability, and hydrologic conditions (adaptive management).

ELQG is unique in that it is the only optimization method that can handle large reservoir
systems with an explicit account of uncertainty. More details on this method can be
found in the above-cited and in forthcoming references.

5.5.3.4. Long-range planning case study

The case study was performed in March 2006 using real forecasts with a nine-month
forecast and management horizon. More specifically,

e Inflow forecast ensembles (112 traces) were generated by the procedures
described in Sections 3 and 4 at five locations (Clair Engle Lake, Shasta, Oroville,
Folsom, and Yuba) from March 1, 2006, through November 30, 2006 (a 9 month
forecast horizon);

e Historical monthly average values are used for locations where forecasted
inflows are not available (Appendix G; Table G-3);

e Monthly reservoir parameters and constraints (max, min, and target storages,
and evaporation rates) are recorded in Appendix G, Table G-4;
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e Minimum river flow requirements are shown in Appendix G, Table G-5; and
¢ Monthly base demands at all locations are as reported in Appendix G, Table G-6.

The forecasted inflow sequences are shown on Figure 77. Figure 78 presents
comparisons of the forecasted inflow means versus the corresponding historical means
for Trinity, Shasta, Oroville, and Folsom. The Figure shows that the forecasted means for
March, April, and May are higher than the historical means for all locations, indicating a
wet spring season. (It is noted that these results preceded the spring 2006 flooding of the
Sacramento River.)
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Figure 77. Long-range inflow forecasts from March 1, 2006
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Forecasted Inflow Means - Trinity Forecasted Inflow Means - Shasta
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Figure 78. Long-range inflow forecast vs. historical means

Using the forecasted inflows, tradeoffs are generated by the long-range planning model
by gradually varying the demand targets at all locations from 80% to 120% of the base
demands. Figure 79 depicts the tradeoffs between (1) reservoir carry over storage versus
demand target level, and (2) energy generation versus demand target level. As expected,
reservoir carryover storage decreases with increasing demands. Depending on the risk
level that the management authorities are willing to assume in the next year, this
tradeoff can be used to determine water allocations for this year. The energy generation
versus demand tradeoff shows that, initially, energy generation increases with
increasing demand targets. However, as reservoir releases increase to meet downstream
demands, reservoir levels fall, generation efficiency decreases, and energy generation
eventually falls (tradeoff point 5; 120% of base demand targets). Overall, these results
imply that, under the forecasted inflows and current storage levels, the system could
meet up to 10%-15% more than the base demand targets. Demands beyond this level
would result in reservoir drawdowns, water supply deficits, and energy generation
losses.
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a) Carry-over Storage vs. Demand b) Energy Generation vs. Demand
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Figure 79. Planning tradeoffs: a) Carry-over storage vs. demand; b) Energy
generation vs. demand

The reservoir and other system sequences corresponding to all tradeoff points are saved
in the DSS database. Selected reservoir elevation, release, and energy generation
sequences are shown in Figures 80 and 81.
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a) Storage Sequences b) Release Sequences
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Figure 80. Reservoir storage and release sequences
associated with tradeoff point 3
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Figure 81. Energy generation sequences associated with tradeoff point 3

Figure 82 shows the X2 location sequences for tradeoff points 3 (100% of base demand
targets) and 5 (120% of base demand targets). At tradeoff point 3, due to wetter than
normal forecasts, the X2 is located less than 80 km from the Golden Gate Bridge in all
scenarios. (The distance of 80 km was used as an upper limit for this state variable.) At
tradeoff point 5, however, the X2 location begins to exceed 80 km at the end of
November, 2006, for some scenarios. The probability that this might happen can be
estimated by the proportion of the traces exceeding 80 km in each month. Finally, Delta
outflow sequences are plotted on Figure 83, indicating that the low flow period extends
from June to October.
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a) Tradeoff Point #3 b) Tradeoff Point #5
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Figure 82. X2 location sequences associated with tradeoff points 3 and 5

It is noted that the INFORM long-range planning model can additionally derive other
types of tradeoffs. For example, by establishing a range of minimum Delta outflows or
maximum X2 distance limits, one can assess the impacts on other system variables and
outputs such as reservoir storages, water supply allocations, and energy generation.
Tradeoff information is an important DSS output and can be useful in planning water
allocations and reservoir releases with quantitative appreciation of the associated risks.

Once the management authorities decide on the most preferable policy, the INFORM
DSS determines the associated reservoir releases and water allocation targets and passes
them to the mid-range model for operational implementation.

5.6. Scenario and Policy Assessment Models

The scenario and policy assessment models are part of the INFORM decision support
system, their main purpose being to provide a quantitative and consistent procedure to
assess the benefits and risks associated with particular hydrologic scenarios, demand
levels, forecasting schemes, and management policies. The assessment process operates
in a sequential fashion simulating the system response as it would have occurred under
the conditions specified.
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Figure 83. Delta outflow associated with tradeoff point 3

The scenario and policy assessment process is depicted on Figure 84 and consists of the
sequential, day-by-day, or month-by-month, application of the mid-range management
or long-range planning model over a pre-specified simulation horizon. Each assessment
first requires selecting the

1. hydrologic scenario, assessment horizon, and time resolution (i.e., daily or
monthly) over which the assessment will be carried out,

2. demand target levels (i.e., water supply and low flow requirements, energy
commitments, and flood management risk thresholds) and management policies,
including COA terms, water year characterization rules, and reservoir regulation
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attributes (i.e., heuristic or adaptive; focused on individual reservoirs or system-
wide), and

3. the inflow forecasting model and forecast horizon (i.e., deterministic or ensemble
based; statistical, hydrologic, or hydro-climatic).
After selecting these parameters, the assessment is carried out as follows: First,
future inflows are forecasted based on the scheme selected. Next, the mid-range
management (or the long-range planning) model is activated to develop release
and generation schedules for all system reservoirs and hydropower plants. The
releases for the first day (or the first month) of the control horizon and the daily (or
monthly) inflows (unknown up to this time) are applied, and the system response
(reservoir levels, releases, spillage, water supply deficits, energy generation and
shortages, flood damage if any, and Delta conditions) is simulated and recorded.
This process is repeated for the next day (or month) until the end of the assessment
horizon. At the conclusion of the assessment process, several criteria are used to
measure system performance, including statistics of water supply deficits, energy
generation, flood damage, violation of low flow requirements, reservoir draw
downs, Delta X2 location, Delta outflow, and other quantities relevant to system
management.

Forecast-Planning Horizon (e.g., 90 days)

Inflow Forecasting
Model Assessment Criteria
l,L X Water Supply Reliability
System Simulation
Model Minimum Flows
g Reservoir Levels/Spillage
Reservoir Planning
& Mgt. Model Energy Generation
Hydrologic Scenario |
Demand Scenario ﬁ—‘ Delta Impacts
) Management Policy
Management Policy —_ 1 | {l
— T w - -
-COA (daily or monthly time step)
-Water Year Definition One Step System
-Reservoir Regulation Prmtrs. Simulation

Simulation Horizon (e.g., 1981 to 1995)

Figure 84. Scenario and policy assessment models

The following sections present assessments pertaining to mid-range management and
long-range planning.
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5.6.1.

Mid-range Scenario and Policy Assessment Examples

This section describes three assessments with the following attributes and scope:

The assessments aim to evaluate the response of Trinity, Shasta, Oroville, and
Folsom over a 15-year horizon in daily time steps.

The assessments are carried out over the historical reservoir inflows from 1981 to
1995.

The mid-range management model is run sequentially for each day of the
assessment horizon.

The management objectives are to (1) avoid flooding, (2) pass as much of the
release as possible through the plant turbines and avoid spillage (energy
generation), (3) meet the applicable minimum flow requirements (water supply
and environmental/ecological flows), and (4) maintain high reservoir levels
(water conservation and energy generation).

Inflow forecasts have a forecast horizon of 90 days and are generated by either a
Perfect Forecast scheme, which assumes that the upcoming 3-month inflows are
perfectly known, or a Historical Analog (HA) scheme. The historical analog
approach, described in Appendix H, identifies historical periods where inflows
exhibited similarity with recently observed inflows and develops a forecast
ensemble with the inflow sequences that materialized following these historical
periods. These forecasting schemes are used here to establish benchmarks for the
more elaborate forecasting schemes to be used in the following chapter
(integrated assessments).

The assessments differ by the forecasting scheme and the way forecasts are used
by the mid-range management model. More specifically, the first assessment
uses perfect forecasts (one 90-day sequence identical to the forthcoming inflows);
the second assessment employs the historical analog forecast scheme with 10
ensemble members but only uses the mean ensemble sequence (i.e., one 90-day
sequence representing the conditional ensemble mean) to drive the mid-range
management model; and lastly, the third assessment also generates historical
analog forecasts but uses the full forecast ensemble to drive the mid-range
management model. In the third case, storage constraints are expected to be met
at 90% reliability, whereas the first and second cases are essentially deterministic.

The results of these assessments are summarized in Figures 85, 86, 87, and 88, and Table
26. Figure 85 displays the Trinity elevation and release sequences associated with the
three assessment runs. Figures 86, 87, and 88 show the same information for Shasta,
Oroville, and Folsom respectively. These Figures illustrate that reservoir levels and
releases differ significantly for each assessment, underscoring the importance of forecast
information in the management process.
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Figure 85. Mid-range assessments: Trinity elevation and release sequences
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Shasta Elevation Sequences
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Figure 86. Mid-range assessments: Shasta elevation and release sequences
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Oroville Elevation Sequences
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Figure 87. Mid-range assessments: Oroville elevation and release sequences
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Folsom Elevation Sequences
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Figure 88. Mid-range assessments: Folsom elevation and release sequences
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Table 26. Mid-range assessment statistics

Reservoirs

Comparison

HA Forecasts

Perfect Forecasts

Criteria Stochastic | Deterministic
Inflow (cfs) 3382 3382 3382
Spillage (cfs) 406 456 270
Folsom Energy (GWh) 1.74 1.75 1.84
Max. Release (cfs) 116791 121841 59968
Max. Damage ($) | 220,400,000 | 842,000,000 0
Inflow (cfs) 5634 5634 5634
Spillage (cfs) 562 585 310
Oroville Energy (GWh) 5.45 5.45 5.62
Max. Release (cfs) 183476 183476 88773
Max. Damage ($) 0 0 0
Inflow (cfs) 7800 7800 7800
Spillage (cfs) 554 759 329
Shasta Energy (GWh) 6.66 6.63 6.92
Max. Release (cfs) 109937 125837 100590
Max. Damage ($) 0 0 0
Inflow (cfs) 1779 1779 1779
Spillage (cfs) 108 161 114
Trinity Energy (GWh) 1.07 1.09 1.12
Max. Release (cfs) 18260 31081 31081
Max. Damage ($) 0 0 0

cfs=cubic feet per second; GWh=gigawatthours
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More specifically, comparing first the deterministic and stochastic historical analog
forecast cases (corresponding respectively to the blue and red lines in the figures), one
observes that the deterministic case maintains consistently higher reservoir levels but
also causes more frequent and more severe spills. This holds true for all reservoirs and
occurs because the deterministic HA forecast model communicates (to the management
model) information only on the ensemble mean and not the possible extremes. In view
of this, the management model cannot anticipate potentially high flows and maintains
high reservoir levels, causing more frequent and more severe spills. This is illustrated in
Table 26 which shows that the spillage, maximum release, and flood damage associated
with the deterministic historical analog model are always higher than (or equal to) those
of the stochastic model. Thus, ignoring forecast uncertainty in the management process
leads to increased flood risks and, eventually, higher flood damage.

Second, comparing the perfect forecast case with the other two, one can appreciate the
value of forecast information for reservoir management. When forthcoming inflows are
predicted with good precision, the management model guides the reservoir to meet all
objectives more effectively. Thus, high reservoir levels are maintained throughout the
assessment horizon, more hydropower is generated, while spillage and flood damage
are minimized. @ When forecast information is imperfect (as in all real world
applications), system performance depends critically on forecast precision and
reliability. In this regard, narrower and more reliable forecast ensembles lead to better
performance. A third desirable forecast attribute is long lead time. In the case of the
perfect forecast assessment, system performance would improve further if the forecast
lead time extended longer than three months.

Although forecast precision, reliability, and long lead time are all necessary attributes
for good system performance, they are not also sufficient. The second critical factor for
good system performance is the implementation of an adaptive management system
that can fully utilize the forecast information and derive dynamic, risk-based
management policies. Yao and Georgakakos (2001) illustrate this aspect, demonstrating
that even the best possible forecasts lead to inferior performance if they are coupled with
static and heuristic regulation schemes. More specifically, they show that static
regulation rules cannot take full advantage of inflow forecasts, leading to less energy
generation and inability to balance reservoir management objectives during wet and dry
climatic periods.

In Chapter 6, assessments will also be performed with the forecast schemes described in
Chapters 3 and 4, and the results will be compared with the baseline results presented in
this section.

5.6.2. Long-range Scenario and Policy Assessment Examples

This section discusses four long-range assessments with the following attributes and
scope:
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The assessments aim to evaluate the response of the entire Northern California
system described in Section 5.5.1.

The assessments are carried out over the historical hydrology from 1970 to 1995
(26 years), in monthly time steps.

The long-range planning model is run sequentially for each month of the
assessment horizon.

The management objectives are to (1) meet water demands and the minimum
required flows, (2) meet the Delta requirements associated with the X2 location
and the Delta outflow, (3) generate as much energy as possible, and (4) maintain
high reservoir levels.

The objectives of the assessments are to (1) quantify the capacity of the system to
meet increasing demands, (2) assess the potential impacts on other water uses,
and (3) evaluate the effectiveness of adaptive forecast-management schemes as a
means to mitigate the adverse impacts of increasing stresses.

Inflow forecasts have a forecast horizon of three months and are generated by
either a Perfect Forecast scheme, or a Historical Analog scheme forecasting the
mean of a 10-member ensemble. These two forecast schemes are selected to
provide a range of system performance—the expectation being that most other
forecast schemes of interest should yield intermediate performance.

The assessments differ by the forecasting scheme (previous two options) and by
two water-demand target levels. The demand targets are determined as a
function of the base demands reported in Table G-6 (Appendix G) and as a
function of the river index. More specifically, the forecasted inflows, along with
the observed inflows up to the current month, are used to compute the river
index as stipulated by the COA (Appendix I). Based on the river index, the water
demands and minimum flow requirements reported in Table G-6 are adjusted
according to agreed-upon rules. The adjusted demands and minimum flows are
subsequently multiplied by 0.5 or 0.6 (two options) and used as targets in the
simulations.

The results of these assessments are summarized on Figures 89 through 94 and Tables
27, 28, 29, and 30. More specifically, Figure 89 shows the simulated reservoir level
sequences of Trinity, Shasta, Oroville, Folsom, and New Melones for all four scenarios.
Figures 90 and 91 display the release and energy generation sequences for the same five
reservoirs. Figure 92 presents the target south exports sequences, the south exports
sequences that were actually met, and the deficits incurred, if any. Finally, Figures 93
and 94 depict the simulated sequences of the X2 location and Delta outflow. The tables
include statistics on (a) reservoir levels, releases, net evaporation, and inflows (Table 27),
(b) energy generation and spillage (Table 28), (c) water demands and associated deficits
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(Table 29), and (d) maximum X2 location distance (Table 30). The results support the
following observations:

System Capacity to Meet Water Demand Targets: The 0.5 water demand scenario can be
fully met throughout the assessment horizon, without causing violation of any other
system requirement (such as minimum flows, Delta environmental conditions, or other
factors). To meet this water demand scenario, however, reservoir levels fluctuate
markedly on seasonal and interannual basis. The 0.6 water demand scenario, on the
other hand, begins to experience water supply deficits (Delta demand and south
exports) and fails to keep the Delta X2 location less than 80 km from the Golden Gate
Bridge during the 1991-1992 dry years. This scenario also leads to greater reservoir
fluctuations, including five to six years of full conservation storage depletion. On
average, reservoir levels are 10 to 20 feet lower than those of the 0.5 demand scenario.
Scenarios of higher water demands would lead to more frequent and more severe water
shortages and failures to meet other system requirements. Thus, the water stress that
uses up the system capacity to meet its objectives is estimated to be between 50% and
60% of the base demands (Tables G-5 and G-6).

Value of Forecast Information: The results associated with the two forecasting schemes
(Perfect Forecasts and Deterministic Historical Analog) show that better forecast
information improves system performance and mitigates the impacts of increasing water
stress. More specifically, the Perfect Forecast scenario (three months lead time) leads to
higher reservoir levels, more energy generation, and increased capacity to meet water
demands and the Delta environmental requirements. This is particularly evident at the
0.6 water demand scenario where the Perfect Forecast case practically avoids water
supply deficits and maintains the Delta X2 location less than 80 km from the Golden
Gate Bridge in all years.

Need for Reservoir Coordination in Planning and Management: An interesting observation
can be made by comparing the results of the long-range planning and the mid-range
management assessments. The two assessments share a common simulation period,
from 1981 to 1995. The main difference between the assessments is that the mid-range
assessment manages the reservoirs individually and does not include potential
interactions that might arise as part of the need to meet Delta demands and
environmental conditions. To a certain extent, this approach reflects current practices,
which during flood periods focus on individual reservoir management (daily or sub-
daily operations), while for purposes of long-range planning consider the entire system
(monthly operations). The assessments show that this incompatibility between planning
and management may compromise system performance and lead to potential failures.
This can be seen by the different reservoir level sequences generated by the two
assessments. More specifically, mid-range management objectives and the need to fully
use forecast information, occasionally cause significant reservoir draw downs. From the
mid-range management model standpoint, this is an appropriate operational strategy.
Long-range planning, on the other hand, concerned with interannual droughts and
systemwide demands, imposes additional reservoir storage requirements and results in
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different interannual storage sequences. Thus, from a long-range planning standpoint,
significant reservoir drawdowns imply increased drought risks. This incompatibility
between mid-range management and long-range planning can be addressed by
expanding the mid-range management scope to include a systemwide, rather than an

individual reservoir, perspective.
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Figure 89. Long-range assessments: Reservoir elevation sequences
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Figure 90. Long-range assessments: Reservoir release sequences
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Figure 91. Long-range assessments: Energy generation sequences
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Table 27. Long-range assessment: Reservoir statistics

Scenarios Parameters Units Trinity | Shasta | Oroville | Folsom MNew San Luis
elones
Elevation FEET | 2317.42 | 1020.62 | 830.72 434.45 1056.22 454.43
50%DMND Storage TAF 1707.13 | 3384.04 | 2613.38 671.76 2048.92 1083.98
PerFor Local Inflow TAF 110.10 488.03 333.45 199.72 46.44 0.00
Net Evaporation TAF 512 9.51 5.03 3.58 4.34 3.77
Outflow TAF 106.18 479.54 329.29 195.85 42.02 0.00
Elevation FEET | 2312.63 | 1015.60 | 824.40 431.84 1051.44 454.43
50%DMND Storage TAF 1652.30 | 3280.99 | 2547.34 651.77 1995.87 1083.98
HA50% Local Inflow TAF 110.10 488.03 333.45 199.72 46.44 0.00
Net Evaporation TAF 5.00 9.29 4.92 3.51 4.27 3.77
Outflow TAF 106.03 479.21 329.15 195.94 42.05 0.00
Elevation FEET | 2294.15 | 1005.56 | 807.70 425.17 1026.13 454.43
60%DMND Storage TAF 1473.00 | 3078.30 | 2374.05 608.63 1777.44 1083.98
PerFor Local Inflow TAF 110.10 488.03 333.45 199.72 46.44 0.00
Net Evaporation TAF 4.63 8.94 4.72 3.36 3.95 3.77
Outflow TAF 107.35 480.95 330.23 196.23 4496 0.00
Elevation FEET | 2286.31 | 999.82 79941 421.29 1013.08 454.43
60%DMND Storage TAF 1403.11 | 2966.97 | 2296.30 585.43 1667.63 1083.98
HA50% Local Inflow TAF 110.10 488.03 333.45 199.72 46.44 0.00
Net Evaporation TAF 4.47 8.70 4.59 3.25 3.78 3.77
Outflow TAF 107.03 480.82 330.22 196.32 45.26 0.00
TAF=thousand acre feet
Table 28. Long-range assessment: Hydropower and spillage statistics
Scenarios Parameters | Units Trinity Shasta Oroville Folsom M New
elones
o Energy GWh 41.38 198.11 175.87 52.74 17.01
S0%DMND_PerFor |—o g | TAF | 3.31 11.35 10.68 813 0.00
Energy GWh 40.36 191.05 168.51 51.20 17.02
50%DMND_HAS0% Spillage TAF 5.14 23.91 31.32 14.40 0.00
Energy GWh 40.12 194.43 174.19 52.19 18.03
607%DMND_PerFor | iage | TAF | 3.58 10.47 17.41 815 0.43
Energy GWh 39.34 188.57 167.22 50.53 17.58
60%DMND_HA50% -
Spillage TAF 4.32 19.87 28.02 13.88 1.83

GWh=gigawatthours; TAF=thousand acre feet
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Table 29. Long-range assessment: Water supply statistics

Folsom Folsom Delta South
Scenarios | Parameters Units | Thermalito P . South OID/SSJID Water
umping Use
Canal Export
PI d TAF 37.70 2.82 0.75 4.43 37.36 177.05
50%DMND |——onne
PerFor Simulated TAF 37.70 2.82 0.75 4.43 37.36 177.05
Deficit TAF 0.00 0.00 0.00 0.00 0.00 0.00
50%DMND P.Iannned TAF 37.87 2.81 0.75 4.43 37.51 177.15
HA50% Simulated TAF 37.87 2.81 0.75 4.43 37.51 177.15
Deficit TAF 0.00 0.00 0.00 0.00 0.00 0.00
Pl d TAF 45.24 3.38 0.90 5.32 4483 | 212.46
60%DMND |—— e
PerFor Simulated TAF 45.24 3.38 0.90 5.32 4483 | 212.16
Deficit TAF 0.00 0.00 0.00 0.00 0.00 0.30
Plannned TAF 45.45 3.38 0.90 5.32 45.01 212.58
60%DMND )
HA50% Simulated TAF 45.45 3.38 0.90 5.32 4448 | 210.92
Deficit TAF 0.00 0.00 0.00 0.00 0.52 1.66

TAF=thousand acre feet

Table 30. Long-range assessment: Maximum X2 location statistics

Scenarios Unit Iliﬂoi);t?cii
50%DMND_PerFor km 80.00
50%DMND_HA50% km 80.00
60%DMND_PerFor km 80.00
60%DMND_HA50% km 90.19
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6.0 Assessments

6.1. Introduction

The first phase of INFORM (the first three years) allowed for the development of three
components: (1) the Global Forecast System (GFS)-driven near-real-time forecast
component (featuring a synoptic time scale with lead times out to 16 days), (2) the off-
line Climate Forecast System (CFS)-driven forecast component (featuring a seasonal time
scale with lead times out to 9 months), and (3) the off-line decision component (featuring
long-range/planning and medium-short-range modules)—all within the context of the
integrated system as discussed in Chapter 2. In addition, the project first phase included
initial assessments of system performance during the latter part of the wet season 2005-
2006.

In the present chapter, the authors discuss the experiments conducted and results
obtained during this wet season, as well as additional retrospective studies of the
decision component performed with the unconditional ESP and CFS-conditioned ESP.
This discussion includes assessments of INFORM system forecast performance, as well
as corresponding decision component assessments.

The discussion also includes assessments for short-range forecast and risk-based
management (0-16 days forecast horizon) and for long-range management (1-9 months
of decision horizon). Chapter 3 contains a discussion of long-range forecasts both for
unconditioned ESP and CFS-conditioned ESP in the context of probabilistic
downscaling. This discussion will not be repeated here. It is notable that the GFS-driven
near-real-time forecast component of INFORM ran with no bias adjustments in any of
the model output it uses and/or produces. To highlight the need for such adjustments,
the authors conducted numerical retrospective experiments after the wet season to
produce a preliminary quantitative assessment of the influence of simple adjustment
methods on the ensemble forecast output of the INFORM system. This chapter includes
a summary of these results as well.

The GFS-driven INFORM forecast simulations involve real-time links to NCEP and
CNREFC, both under the U. S. National Weather Service. The link to NCEP provides the
GFS three-dimensional ensemble forecast fields that feed the downscaling models of the
INFORM system, while the link to CNRFC provides MAP and MAT estimates based on
observed precipitation data and initial model state fields for the snow and soil water
models of the INFORM system. (Figure 6 of Chapter 2 and relevant discussion therein
highlight these real-time links.) During the beginning of the 2005-2006 wet season,
especially, and at other times later, these links were broken occasionally due to
intentional changes in INFORM system configuration toward a more robust real-time
system performance, so the short-range results to follow should be considered as initial
results, rather than definitive results for the INFORM system. The authors believe that
real-time runs for two to three additional wet seasons will be necessary to reliably
measure system performance and effect relatively simple physics-based adjustments for
the real-time component of INFORM. Nevertheless, these initial results are presented
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herein as an indication of the INFORM system capabilities under a “dry run” scenario.
Lastly, to note a present limitation of the INFORM forecast component, with the
available hardware at the HRC, only 8 of available 15 ensemble GFS forecasts are
currently used to produce real-time ensemble reservoir inflow forecasts (four times
daily). Increasing the GFS ensemble size to 15 (with the prerequisite increase of CPU
processors to 16-20 as well) would provide more reliable estimates of reservoir inflow
forecast uncertainty by virtue of increased sample size.

The next section discusses the INFORM forecast component simulations using CNRFC
estimated MAP and MAT data for the wet season 2005-2006 for comparison and to
indicate the level of maximum accuracy feasible using the present configuration of the
INFORM forecast models. Section 6.3 presents the INFORM MAP and MAT forecasts for
various lead times and catchments within the application area. Section 6.4 presents and
discusses the ensemble reservoir inflow forecasts for the large reservoirs of the INFORM
region at various forecast lead times. A summary assessment section, Section 6.5,
includes overall assessments of INFORM real-time short-range forecast performance. It
also provides evidence that substantial improvement can be realized in reservoir inflow
forecasts through bias adjustment of the MAP forecasts. The chapter concludes with an
integrated forecast-decision assessment in Section 6.6. The assessment is similar to those
described in Section 5.6.1 and aims to quantify the value of unconditional ESP, climate-
conditioned ESP, and other forecast schemes in mid-range reservoir management.

6.2. Reservoir Inflow Simulations

To assess the best possible level of accuracy achievable for the 2005-2006 wet season
with the present models of the reservoir inflow component, the INFORM snow-soil-
channel models (see formulation and tests with historical data in Chapter 4) ran off-line
with CNRFC estimates of MAP and MAT obtained using station observations. Thus,
referring back to Figure 6 of Chapter 2, the hydrologic snow accumulation and ablation
model, the soil water accounting model and the channel routing model of INFORM ran
off-line with MAP and MAT data in simulation mode (that is, decoupled from the rest of
the GFS data ingest and downscaling INFORM models of Figure 6). The reader is
reminded that these models are adaptations of the CNRFC analogous operational
models, and that their parameter values are essentially those estimated by CNRFC (only
minor fine-tuning was performed, as discussed in Chapter 4). The main difference
between the INFORM hydrologic models and the CNRFC models is that the channel
routing model of INFORM is a cascade of linear reservoirs while CNRFC routing for the
catchments under study is done using unit hydrograph models. It is noted though that
there is direct correspondence between the parameters of the cascade of linear reservoirs
and the unit hydrographs (e.g., Sperfslage et al. 1996). During the simulation runs of the
INFORM hydrologic models there was no link to CNRFC model states, as indicated in
Figure 6 for the real-time INFORM forecast component. Thus, some deviation of the
stand-alone INFORM hydrologic model from the CNRFC stand-alone model simulation
is possible, even when the model input consists of the same MAP and MAT data.
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Figures 95 through 99 present the six-hourly simulation results for all five major
reservoirs in the INFORM application area: Folsom, New Bullards Bar, Oroville, Shasta,
and Trinity, respectively. All the figures show the simulations (blue dashed line)
together with the corresponding observations (red line). For each reservoir the
observations consist of the CNRFC six-hourly estimates of full natural flow (FNF) or
“unimpaired flow” obtained using standard operational procedure. Direct streamflow
observations are lacking at reservoir sites because often the reservoirs integrate the flows
of more than one river, there is significant upstream regulation, and the reservoir
presence substantially modifies natural flows. It is important to note that the INFORM
forecast component provides ensemble forecasts or simulations of unimpaired flows.

The results shown in Figures 95 to 99 indicate good reproduction of the FNF estimates
by the INFORM hydrologic simulation models for the 2005-2006 wet season. Some
evidence of overestimation of high unimpaired flows exists for the Trinity and New
Bullards Bar reservoir inflows, while some delay in the recession curves of the
unimpaired flow hydrographs for the Folsom and Oroville reservoir inflow is also
evident. Given the short duration of the simulations, however, these should be
considered preliminary assessments and simulations for additional wet seasons should
be performed to arrive at more definitive assessments of model performance.
Nevertheless, the level of reproduction is good overall in all cases, and the authors
consider such performance to be a good target for the INFORM forecasts (rather than the
simulations as in this case). The INFORM forecast for the same wet season are discussed
next.

6.3. Precipitation and Temperature Forecasts for INFORM Catchments

As described in Chapter 4, for each reservoir drainage area, the INFORM hydrologic
models simulate snow, soil, and channel processes in the tributary catchments. Most of
these catchments are subdivided into upper and lower areas to allow for a better
definition of snow accumulation and melt. The nominal terrain elevation for the
subdivision of catchments into upper and lower areas is 1,500 m. To emulate the CNRFC
hydrologic forecast operations, the INFORM hydrologic models receive MAP and MAT
input for both upper and lower areas of each catchment. Thus, the INFORM
downscaling models described in Chapter 3 of this report are designed to provide
ensemble MAP and MAT forecasts for upper and lower areas within the tributary
catchments of each reservoir drainage area. The reader should keep in mind that for the
10 x 10-km? resolution of the INFORM gridded precipitation forecasts, there may be only
a few grid points used for producing MAPs and MATs for several of these areas (a few
hundred square kilometers).

This section presents characteristic MAP and MAT forecast results from the real-time
operation of the INFORM system during the 2005-2006 wet season. Forecasts are based
on eight forecast ensembles of three-dimensional forcing fields from the GFS operational
model of NCEP.
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Figure 95. INFORM hydrologic model 6-hour simulations of Folsom reservoir
inflow using CNRFC-estimated MAP and MAT time series for the period
10/5/2005-3/15/2006 (blue dashed line). The red line signifies the corresponding
CNRFC full natural flow (FNF) estimates (observations).
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Figure 96. As in Figure 95, but for the New Bullards Bar reservoir inflow on the
Yuba River
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Figure 97. As in Figure 95, but for the Oroville reservoir inflow
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Figure 98. As in Figure 95, but for the Shasta reservoir inflow
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Figure 99. As in Figure 95, but for the Trinity reservoir inflow
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6.3.1. MAP Ensemble Forecasts

The INFORM system uses ensemble gridded forecast fields of downscaled surface
precipitation to produce MAP ensemble forecasts for each of the tributary catchments
within each INFORM reservoir drainage area. The discussion here uses selected cases
that the authors consider representative of the range of performance obtained by the
real-time INFORM system operations. Figures 100 through 103 present these results. To
illustrate performance, each figure includes several panels that contain results
corresponding to several forecast lead times (from 12 hours to 5 days). For a certain lead
time with a given number of time steps (six-hourly periods), the average forecast over
the lead-time period was computed for each ensemble member, and the panels display
the highest and lowest averages among the ensemble members (blue dashed lines) at
each validation time. In addition, the panels show the corresponding averages of the
observations for the same validation time (red lines). These observations are the
operational CNRFC MAP estimates for each area (generated using station precipitation
data). The science literature documents well the significant errors of estimating MAP in
mountainous terrain from sparse observations (e.g., see Tsintikidis et al. 2002 for a
discussion concerning the American River catchment with outlet at Folsom). Although
the CNRFC MAP estimates used for the evaluation undoubtedly contain errors, the
authors expect that these errors are substantially smaller than the expected forecast
errors over the several-hundred square-kilometer areas used for the evaluation.

Figure 100 presents the results for the upper area of the North Fork of the American
River. During the period of analysis shown (11/18/2005-3/15/2006) there were six
significant precipitation periods. The first period was early December 2005, the second
period was during the second half of December 2005 and the beginning of January 2006,
the third was around the middle of January 2006, the fourth was around the beginning
of February 2006, the fifth period was near the middle of February 2006 (with a smaller
precipitation), and the sixth period was in the first half of March 2006. The most
significant precipitation event occurred at the beginning of 2006, with 12-hourly
averaged MAP rates estimated to be over 50 mm/6 hrs by CNRFC.

Examination of the forecast results displayed in the various panels of Figure 100 leads to
the conclusion that the INFORM precipitation downscaling component, when run in
real time as part of the INFORM system, produced ensemble forecasts that encompassed
the observations in most cases, for at least the first three major precipitation periods—
even for forecast lead times out to 5 days. The INFORM precipitation downscaling
model overestimates the MAP averages for the fourth and sixth precipitation periods,
when even the lowest ensemble member average is in several cases above the observed
MAP average for the given lead time. This situation is clearly shown for the longer lead
times and the last precipitation period of March 2006. With the small number of
ensemble members used (8) and the small number of observed events it is difficult to
assign the cause of this overestimation to persistent model bias for certain events,
ensemble size, or GFS input errors. For the rest of the cases and for lead times out to
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three days the model shows remarkably good reproduction of the observations,
including the timing of precipitation events.

Figure 101 presents analogous results for the lower area of the Middle Fork of the
American River. The CNRFC estimated MAP average precipitation over a 12-hour
period is still near 50mm/6hrs for the 1 January 2006 event, while even the high
ensemble member average is substantially lower. Apart from this underestimation of
the end of 2005/beginning 2006 precipitation period, the remaining precipitation periods
show reasonable results for all forecast lead times. Compared to those of Figure 100
(similar to those obtained for the upper area of the Middle Fork, not shown for brevity),
the results suggest a tendency of the INFORM precipitation downscaling component to
produce higher ensemble forecasts for upper areas (elevations above 1,500 m) than for
low areas in the application domain. This behavior is observed for other reservoir
drainage area catchments as exemplified by the results from the upper and lower area of
the Pit River catchment within the Shasta drainage shown in Figure 102. In this
northern catchment in the INFORM domain, the most significant precipitation period
occurred in the first half of March 2006 and in most cases the ensemble forecasts
encompass the observations for all forecast lead times. The last precipitation event is
also forecasted within the high and low ensemble members for all lead times. This holds
true for both upper and lower areas of the Pit River catchment. Underestimation of the
tirst of the year (2006) event, especially for the lower area of the Pit River catchment, is
evident for all lead times. Similar underestimation may be observed in Figure 103,
which shows the forecast and observations for the upper area of the neighboring
Sacramento River catchment (outlet at Delta, California). In this case as well, the
INFORM precipitation downscaling component produced ensemble forecasts that
encompass the majority of the remaining periods at most lead times. Even the last
significant event was predicted reasonably well for a five-day forecast average. It is
notable that there were several periods of missing INFORM ensemble forecast
information for the northern catchments during the beginning of the evaluation period.
In several cases, this is the result of missing initial moisture fields from prior time steps
during real-time operation, and this may have had some effect on the production of
precipitation forecasts.
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Figure 100. Highest and lowest averages of ensemble members over the indicated
forecast lead time period at each valid time (blue dashed lines). The INFORM
downscaling component produced these forecasts in real time for the upper
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corresponding observed averages estimated by CNRFC (red lines). Forecast lead
times range from 12 hours to 5 days.
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Figure 102. (Upper six panels) As in Figure 100, but for the upper area of the Pit
River catchment within the Shasta reservoir drainage area. (Lower six panels) as
in Figure 100, but for the lower area of the Pit River catchment.
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Figure 103. As in Figure 100, but for the upper area of the Sacramento River
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6.3.2. MAT Ensemble Forecasts

The spatially distributed INFORM system temperature forecasts are important during
the California winter because they control the generation of snowmelt from the upper
and lower areas of the reservoir drainage area catchments. Their influence is most
pronounced in the northern regions of Northern California and in the higher elevations.
Even in the lower latitude catchments of the American and Yuba Rivers within the
INFORM area, they provide significant information that affects the location of the snow
line and contributes to the definition of the regional separation of the precipitation
phases. For these reasons, this section presents an evaluation of the ensemble surface air
temperature forecasts of the INFORM downscaling models. As with precipitation
forecasts, INFORM first generates gridded surface temperature ensemble forecasts with
a 10 x 10-km? resolution. The reader is reminded that the temperature downscaling
model uses estimates of snow cover and soil water from the hydrologic component of
INFORM. It then uses the gridded temperature forecasts to produce MATs for the
upper and lower areas of each tributary catchment within the reservoir drainage areas
that comprise the application region. These MAT ensemble forecasts are evaluated by
comparison to CNRFC estimated MATSs from surface station temperature data. In this
case too, estimation of MATs from point observations contains significant errors in
mountainous terrain. The evaluation is done with the expectation that such errors are
smaller than the corresponding forecast errors.

Selected representative results are shown in Figures 104 through 107. The figures share
the same format as the MAP figures in the previous section. Inspection of these figures
suggests that the INFORM downscaling component performed well in real time,
providing ensemble forecasts of MAT that are close to the CNRFC MAT estimates
obtained from station data for all lead times out to 5 days, even in periods with
significant MAT excursions from the period average. It is also evident that for the
Shasta drainage area catchments (northern part of the INFORM domain with results in
Figures 104 and 105) there is a tendency of the ensemble forecasts to occasionally
overestimate the temperature in the upper elevations and underestimate the
temperature in the lower elevations. Overestimation and underestimation is up to
2°C-3°C in some cases. For the Oroville drainage (Figures 106 and 107) there is some
underestimation present for the lower area of the North Fork Feather River with outlet
at Pulga (see the lower six panels of Figure 106), but no other significant error trends are
evident. Additional data from periods of real-time operation and evaluation are
required to determine whether such underestimations or overestimations are the result
of (1) model errors, (2) ensemble size, or (3) boundary and initial condition errors, or
whether there is a systematic pattern of such errors across the catchments. The authors
consider the performance of the temperature downscaling component during this first
wet season of INFORM real-time operation to be satisfactory, but they also recommend
that additional real-time tests be performed to allow a more thorough evaluation.
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Figure 104. (Upper six panels) As in Figure 100, but for MAT over the upper area of
the Pit River catchment within the Shasta reservoir drainage area. (Lower six
panels) as in Figure 100, but for MAT over the lower area of the
Pit River catchment.
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Figure 105. As in Figure 104, but for the upper and lower areas of the Sacramento
River with outlet at Delta, California
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Figure 107. As in Figure 104, but for the Indian Creek
in the Oroville reservoir drainage

210



6.4. Reservoir Inflow Forecasts

Figures 108 through 112 present the INFORM real-time ensemble forecast bounds (high
and low), together with corresponding FNF estimates for various forecast lead times and
for the large INFORM reservoirs: Folsom, New Bullards Bar, Oroville, Shasta and
Trinity. The period of record is the part of the wet season of 2005-2006 for which real-
time ensemble forecasts were issued by the INFORM system. In this case too the
forecasts and corresponding FNFs are presented in the figures as flow averages over the
12-hour to 5-day forecast horizon.

The bounds of the flow forecast averages shown in Figure 108 encompass the CNRFC
FNFs for most of the events of the test period and for most of the forecast lead times
(Figure 108). Notable exceptions are the forecasts for the flow event of the March 1,
2006, for which the INFORM ensemble forecasts overestimated the FNFs significantly
for lead times up to 3 days. Longer lead time (i.e., 4 and 5 days) ensemble forecasts
contain the FNFs for most validation times but they do tend to have large ensemble
member spread, especially for February and March 2006. The most significant flow
event of the record (January 1, 2006) was reasonably well predicted by the forecasts,
albeit with late timing with a 1-day lead time and with better timing with a 2-day lead
time. Undoubtedly, missing CNRFC data (hydrologic model initial conditions) during
the early real-time operations of INFORM in this wet season—and particularly right
before the onset of this event—contributed to the late timing. Further real-time
evaluations during periods that include additional significant flow events are necessary
for more reliable assessments of performance and underlying causes of errors.

Figure 109 shows the INFORM real-time reservoir inflow forecasts for the New Bullards
Bar reservoir on the Yuba (northern neighbor of Folsom drainage) and corresponding
observations for a forecast lead time of 12 hours. Comments similar to those made for
Folsom inflows may be stated for this reservoir inflow as well. Timing is better in this
case, but lack of data during the first large event affected timing and magnitude of
subsequent forecasts for the larger peak of January 1, 2006. Underestimation of the first
peak on December 1, 2005, and overestimation of the event of March 1, 2006, by all the
ensemble members are also evident. The rest of the record is well reproduced by the
range of the ensembles.

The results pertaining to the Oroville reservoir inflows (Figure 110) show analogous
behavior as that discussed for the American and Yuba River reservoirs to the south of
Oroville. In this case there is better reproduction of the March 1, 2006, event by the
forecasts for all lead times out to 5 days. Again, the authors attribute the late timing and
underestimation of the January 1, 2006, event to the lack of reliable and continuous
model initial conditions in real time. Here too, for longer lead times the ensemble
spread is significant but contains the CNRFC FNF. A larger number of ensemble
members would allow more refined estimates of the reliability of the ensemble forecasts.
This is a recommendation that is realizable with the present system configuration by
increasing computational power.
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Figure 108. Folsom highest and lowest ensemble member average reservoir inflow
forecasts (blue dashed lines) for forecast lead times from 1 day (upper panel) to
5 days (lower panel). Corresponding CNRFC FNF estimates are shown in each
case (red line).
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Figure 110. As in Figure 108, but for the Oroville reservoir inflow
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The results for Shasta inflows (Figure 111) show good reproduction at all lead times of
the FNFs in all but the January 1, 2006, event. Interruption of CNRFC links at the early
phases of this latter event probably contributed to the underestimation of the forecast
flows. Other peaks are reasonably well reproduced, with a notable small range of
ensemble member forecasts for lead times out to three days in this drainage area. The
results for the smaller drainage area of the Trinity reservoir inflows (Figure 112) in the
northwestern-most part of the INFORM region show good timing of the ensemble
forecasts with a tendency of overestimation of significant peaks for lead times up to two
hours. The FNFs are within the forecast bounds for most cases for lead times from three
to five days.

6.5. Overall Assessment of INFORM Real-Time Short-Range Forecasts

The previous three sections discussed a number of attributes of the performance of the
INFORM forecast component under the conditions of the first performance evaluation.
In this section the authors discuss their overall assessment of system real-time
performance and suggest fruitful ways to move forward. The authors emphasize that
these evaluations represent an initial effort toward performance assessment, and that
real-time experiments in two to three additional wet seasons in Northern California are
necessary for more definitive evaluations.

The first assessment that is evident from the previous discussions is that for the
validation and lead times considered and for all the reservoir drainage basins of interest,
the MAP and MAT ensemble forecasts contain the MAP and MAT estimates derived
from point observations. Although not evident in all cases, the authors also assess that
there is some overestimation of precipitation and temperature exists for high-elevation
areas and some underestimation for low-elevation areas. These may be caused by
forecast ensemble size and/or systematic biases in the INFORM downscaling models.
The latter in turn are due to either systematic bias in the GFS ensemble forecasts
(effecting biases in initial and boundary conditions), systematic biases in snow and soil
water boundary conditions (for the downscaling temperature model), or downscaling
model structure errors. Determination of the causes requires a longer INFORM
demonstration period allowing better statistical characterization of model behavior and
sensitivity analyses.

It is important to note that in order to successfully produce real-time ensemble forecasts,
the structure of the precipitation downscaling model of INFORM has been considerably
simplified to include only orographic precipitation production. Therefore, this model
will not reproduce well precipitation from unrelated influences (such as large-scale
lifting, convection in the valleys or coastal circulations). This lack of accurate
reproduction will have an effect not only on low-elevation precipitation forecasts, but
also on high-elevation precipitation forecasts due to the redistribution of the incoming
available atmospheric moisture.
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Figure 111. As in Figure 108, but for the Shasta reservoir inflow
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w1t Trinity Average Inflow Forecasis and Observations (cfs)
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Figure 112. As in Figure 108, but for the Trinity reservoir inflow

A second important issue is associated with the accuracy of the CNRFC estimated MAPs
and (especially) MATs from point observations within the INFORM region. For MAPs,
Tsintikidis et al. (2002), in their analysis for the Folsom drainage area, show that the
errors are functions of station numbers and locations, and they are very much
dependent on the spatial scale of the area of the MAP estimates. In particular, they
show that systematic errors are very small when the entire Folsom reservoir drainage is
considered, but increase substantially when each individual tributary catchment is
considered independently (i.e., the errors increase as the spatial scale diminishes). The
authors do not know of analogous recent studies that have considered the errors of MAT
estimates computed from point observations over catchments of the INFORM region.
This is an area that requires further investigation to establish the error characteristics of
the “ground truth” used to evaluate forecast performance.
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The last issue the authors mention in association with the evaluation of MAPs and
MATs pertains to bias adjustment strategies for these forecast quantities. Four options
for adjustment are feasible:

1. A posteriori adjustments through the use of a set of statistically determined factors
that adjust the ensemble forecasts.

2. A priori adjustments of the GFS boundary and initial conditions, and of the
CNRFC snow and soil water conditions for the temperature downscaling model,
all through statistical methods.

3. Downscaling model reformulation to include additional physics.
4. A combination of (1) through (3) above.

To determine the most profitable option, additional real-time INFORM forecast
evaluations with data from future wet seasons are necessary. For options (1), (2), and (3)
this is because the determination of statistically derived adjustments requires a
substantial set of forecast-observation data to determine factor dependence on
catchment elevation, latitude, month of the year, exposure to moisture influx, etc. For
options (3) and (4), this is because the model enhancements would require a variety of
forcing scenarios in real time to allow for an informed decision regarding the trade-off
between the effectiveness of the enhancements and the additional CPU time
requirements for real-time operation.

With respect to the INFORM real-time short-range ensemble forecasts of reservoir
inflow, the results obtained lead to the assessment that there is evidence of forecast skill
for a range of forecast lead times, from 12 hours to 5 days, and for all the large reservoirs
of the INFORM region. Generally, underestimation of the early events of the 2005-2006
wet season is followed by overestimation of the late events in the season in some cases.
As mentioned for MAPs and MATSs, in the case of reservoir inflows too, reliable
determination of the existence, character and causes of persistent errors requires
additional real-time experiments with the INFORM forecast component and a longer
demonstration period. Candidate actions to eliminate persistent errors in the ensemble
forecasts are: increase of ensemble size, hydrologic model input bias adjustment, and
fine-tuning of hydrologic model parameter values and, possibly, model structure. All
require additional data for effective implementation once the causes have been
determined.

An indication of the effect of input bias adjustment on INFORM short-range ensemble
forecasts may be discerned from the results displayed in Figure 112. The upper panel of
this figure is for the Shasta reservoir inflows (northernmost reservoir in INFORM
region) while the lower panel of this figure is for the Folsom reservoir inflows
(southernmost reservoir in the INFORM region). The format of the figure panels is the
same as that of Figure 109. To obtain the results of this figure, the ensemble forecast
MAPs throughout the domain and for all validation and forecast lead times were
multiplied by a single factor. Improvement throughout the range of flows is evident by
comparing the upper panel of Figure 113 with the second panel of Figure 111 and the

218



lower panel of Figure 113 with the second panel of Figure 108. In all cases of the
forecasts obtained with bias-adjusted input the range of forecast ensembles contains the
CNREFC estimated FNFs, even for the early large event of the season when the INFORM
operation included several interruptions of the real-time links to NCEP and CNRFC.
These encouraging results, obtained using an (admittedly) ad hoc correction scheme, are
a first indication that simple adjustments may produce significant performance
improvements at minimal computational cost. Again, additional demonstration periods
are needed to obtain reliable proof of this assertion.

6.6. Integrated Forecast-Decision Assessments

The assessments described herein are performed using the mid-range assessment model
of the INFORM DSS and are similar to those presented in Section 5.6.1. The assessment
attributes and scope are as follows:

e The assessments aim to quantify the response of Trinity, Shasta, Oroville, and
Folsom over the 1981 to 1995 historical hydrologic period.

e The management objectives are as in Section 5.6.1 —namely, (1) avoid flooding,
(2) pass as much of the release as possible through the plant turbines and avoid
spillage (energy generation), (3) meet the applicable minimum flow requirements
(water supply and environmental/ecological flows) associated with each
reservoir, and (4) maintain high reservoir levels for water conservation and
energy generation.

e The inflow forecasts have a forecast horizon of 90 days and are generated by the
following forecast schemes:

o Perfect Forecasts.

o Historical Analog ensemble forecasts (streamflow based) used with a 50%
and 90% management reliability level.

o Extended Streamflow Prediction (ESP) ensemble forecasts (watershed
hydrology based) used with a 50% and a 90% management reliability
level.

o Climate-Conditioned ESP ensemble forecasts (climate and hydrology
based) used with a 50% and 90% management reliability level. (This
forecast scheme is referred to as CCF in the assessment figures.)

The results of these assessments are summarized in Figures 114, 115, 116, 117, and
Table 31. Figure 114 displays the Trinity elevation and release sequences associated
with four assessment runs. The assessments not shown are associated with the HA, ESP,
and CCF forecasts used with a 50% management reliability. Figures 115, 116, and 117
show the same sequences for Shasta, Oroville, and Folsom respectively. Table 31
includes statistics of spillage (15-year average), energy generation (15-year average),
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release (15-year maximum), and flood damage (15-year maximum) for each project and
all assessment runs (including those associated with a 50% management reliability).

The assessment results support several observations:

Value of Stochastic versus Deterministic Forecasts: Table 31 shows that using full
forecast ensembles (as opposed to a single sequence) improves management
performance for all forecast schemes and all projects. This can be seen by comparing the
table results for average spillage, maximum release, and/or flood damage for any
forecast scheme. As commented in Section 5.6.1, this occurs because deterministic
(single-sequence) forecasts communicate information only on a particular ensemble
statistic (usually the mean) and not other probable sequences, especially sequences
associated with extreme events. In view of this, the management model cannot assess
the risks of upcoming high flows and is frequently forced to spill, release at higher rates,
and cause more costly flood damages. In the case of Folsom and the climate-
conditioned ESP forecast model (CCF), stochastic management completely avoids flood
damage, which in the case of deterministic forecasts amounts to 220 million dollars.
Thus, the opportunity loss of ignoring forecast uncertainty in management models and
processes can be rather costly. Unfortunately, nearly most analytical tools used for
operational management in the world today are simple simulation type models lacking
the ability to fully utilize probabilistic forecasts.

Value of Hydrologic and Hydro-climatic Forecasts: The value of the hydrologic ESP
and climate-conditioned ESP models is assessed by comparing their performance with
that of the historical analog and perfect forecast models. (This comparison focuses on the
stochastic models.) To this end, Table 31 indicates a consistent performance ranking
across all reported criteria and projects, with the perfect forecasts performing best,
followed by the climate-conditioned ESP, the hydrologic ESP, and the historical analog
forecasts. Relative performance differences are more pronounced for Folsom, where
flood damage increases from 0 (perfect and climate-conditioned forecasts) to 220 million
dollars (hydrologic ESP and historical analog forecasts), and Oroville, where maximum
release increases from 88,773 cubic feet per second (cfs) (perfect forecasts) to 133,303 cfs
(climate-conditioned ESP forecasts) to 169,254 cfs (hydrologic ESP and historical analog
forecasts). The same relative performance is noted with respect to spillage and energy
generation, albeit with less-pronounced differences. Thus, the assessments demonstrate
that more comprehensive representations of the hydro-climatic processes underlying
runoff can benefit mid-range reservoir management.

Forecast Attributes Important for Reservoir Management: The previous conclusion
can be better understood by examining the assessment sequences depicted on Figures
114 through 117. Focusing on the Folsom elevation sequences, Figure 114, one notes that
the climate-conditioned ESP forecasts cause the deepest reservoir drawdowns, followed
by the historical analog, the hydrologic ESP, and the perfect forecasts. In light of the
same reliability threshold used by all models, this result implies that, on the average,
forecast ensemble bands are widest for the climate-conditioned ESP, becoming
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progressively less wide for the historical analog, the hydrologic ESP, and the perfect
forecasts. Thus, the climate-conditioned ESP performs better than the hydrologic ESP
and the historical analog because it cautions the management model to expect a
considerably larger range of probable inflows. In response, the management model
draws the reservoirs down to create additional flood control storage pools and provide
better flood protection. The only opportunity loss for mid-range management is slightly
less energy generation. This favorable conclusion, however, is misleading because it
does not consider the long-range risks of deep reservoir draw downs. If such risks were
also assessed, the performance of the climate-conditioned ESP procedure would not
have attained a high rank. This aspect has been discussed in Section 5.6.2, and it is an
important reason to improve the skill of the climate-conditioned ESP forecast scheme, as
recommended earlier in this chapter.

Thus, although forecast ensemble reliability is most important for reservoir
management, the range of the forecast ensemble is also critical. Among the forecasts
that exhibit the same reliability (of containing the true inflows), those with the narrowest
ensemble range are most effective.

Using these criteria, one can conclude that hydrologic ESP forecasts are better than
historical analog forecasts. This can first be seen by Figure 114 where hydrologic ESP
forecasts lead to somewhat higher reservoir levels than those of the historical analog,
indicating narrower forecast bands. Furthermore, judging by the statistics recorded in
Table 31, the performance of the hydrologic ESP is better than the historical analog,
indicating higher reliability. The hydrologic ESP is thus a better forecasting scheme for
reservoir management because it exhibits narrower forecast ensembles and higher
reliability than the historical analog.

As noted in Section 5.6.1, a third important forecast attribute is the forecast lead time.
Generally, the value of forecasts exhibiting a certain reliability and precision (as
measured by the ensemble range) is expected to increase with the length of the forecast
horizon. However, there is a critical lead time where forecast uncertainty saturates the
system storage capacity. Increasing the forecast lead time beyond this critical length
(effective lead time) yields no additional improvements. The effective lead time of a
particular forecasting scheme can be determined by assessing the system performance
for different lead times. In summary, the value of forecasts in reservoir management
increases with increasing reliability, precision, and effective lead time.

Lastly, an important aspect of adaptive management methods such as the ones
implemented in the INFORM DSS is that they can increase the effective lead time of the
forecasts by managing uncertainty systemwide. This attribute provides adaptive
methods with a clear advantage over heuristic and static regulation schemes.
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Table 31. Integrated, mid-range assessments statistics

. Assessment ESP CCF Historical Analog Perfect For.
ReserVOIrS Criteria . T . T . N
Stochastic | Deterministic | Stochastic | Deterministic | Stochastic | Deterministic
Inflow (cfs) 3382 3382 3382 3382 3382 3382 3382
Spillage (cfs) 334 422 297 401 406 456 270
Folsom Energy (GWh) 1.77 1.76 1.72 1.77 1.74 1.75 1.84
Max. Release (cfs) 116791 121841 99905 116791 116791 121841 59968
Max. Damage ($) 220,400,000 | 842,000,000 0 220,400,000 | 220,400,000 | 842,000,000 0
Inflow (cfs) 5634 5634 5634 5634 5634 5634 5634
Spillage (cfs) 541 554 468 549 562 585 310
Oroville Energy (GWh) 5.46 5.46 5.43 5.46 5.45 5.45 5.62
Max. Release (cfs) 169254 169394 133303 146799 183476 183476 88773
Max. Damage ($) 0 0 0 0 0 0 0
Inflow (cfs) 7800 7800 7800 7800 7800 7800 7800
Spillage (cfs) 464 694 431 685 554 759 329
Shasta Energy (GWh) 6.68 6.67 6.61 6.66 6.66 6.63 6.92
Max. Release (cfs) 109937 125837 109937 125837 109937 125837 100590
Max. Damage ($) 0 0 0 0 0 0 0
Inflow (cfs) 1779 1779 1779 1779 1779 1779 1779
Spillage (cfs) 134 158 119 154 108 161 114
Trinity Energy (GWh) 1.08 1.09 1.05 1.09 1.07 1.09 1.12
Max. Release (cfs) 31081 31081 31081 31081 18260 31081 31081
Max. Damage ($) 0 0 0 0 0 0 0

cfs=cubic feet per second; GWh=gigawatthours
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Figure 113. As in Figure 109, but for Shasta reservoir inflows (upper panel) and for
Folsom reservoir inflows (lower panel) and for a 2-day forecast lead time. Input of
bias adjusted MAPs through a single factor.
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Figure 114. Integrated, mid-range assessments: Trinity elevation and release
sequences
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Shasta Elevation Sequences
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Figure 115. Integrated, mid-range assessments: Shasta elevation and release
sequences
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Oroville Elevation Sequences
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Figure 116. Integrated, mid-range assessments: Oroville elevation and release
sequences
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Folsom Elevation Sequences

1A1981 171952 31A983 41BASE4 BANSSS T/9/986 SANSE7 11A/S85 161990 3M/1991 47H992 BAASE3 7i8HS94 SNN9ES
Date

Flosom Release Sequences
5,000 J -

110,000

105,000

00,000 4 - ==+ mmm o mm e e e e et e s s e e

85,000 - == - mem e e
80,000 - - - o oo
85,000

80000 f -

75,000 f oo
70,000 f ----- -
65,000 f ----- -

60,000 f -

cfs

ss000 |
50,000 - ------ b
45,000 - ------ b
40,000 } - b

35000 f oo f b .

30000 }------HHf---o-4-----

25000 == A rm e b

20,000

150004 -----f k-4

U,

1171981 2MN982 4171983 BANM984 BANSES 1MANGBE 2MM988 411989 BAMI90 8RN 111111992 211994 41995
Date

10,000 1

5,001

=3

[==<Ccra1 85 80% — ESPa1 85 0% _ HAMBG1 95 80% __ Perfectsl 30§

Figure 117. Integrated, mid-range assessments: Folsom elevation and release
sequences
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7.0 Conclusions and Recommendations

The vision of the Integrated Forecast and Reservoir Management (INFORM) project is to
increase efficiency of water use in Northern California using meteorological/climate,
hydrologic and decision science. The three primary project objectives of INFORM are to:

1. Implement an integrated forecast-management system for the Northern California
reservoirs using real-time data.

Perform tests with actual data and with management input.

Demonstrate the utility of climate and hydrologic forecasts for water resources
management in Northern California.

The first three-year phase of INFORM met the first two objectives by designing and
implementing the INFORM forecast-decision system in close collaboration of forecast
and management agencies in Northern California, and by testing all of its components
with historical data. Chapter 2 of this report documents the design and implementation
of the real-time and off-line components of the system. The critical input of forecast and
management agencies of Northern California water supply contributed substantially to
the final system configuration. Chapters 3, 4 and 5 document the model component
formulations and extensive tests with historical data of the precipitation and
temperature downscaling model, the hydrologic snow-soil-channel models, and the
decision model, respectively.

The first phase of INFORM also provided an initial demonstration of the utility of the
INFORM hydrometeorological forecasts for (1) the mid-range management of the large
reservoirs in Northern California (Folsom, Oroville, Shasta, and Trinity) with real-time
data from the 20052006 wet season, and (2) the long-range management of the entire
Northern California river and reservoir system, including the Bay Delta. Chapter 6 of
this report contains these initial assessments and suggests that operation of the INFORM
forecast and decision system for two to three additional wet seasons is necessary to
complete the demonstration. The present chapter discusses the overarching and
detailed conclusions of the project, and puts forth recommendations for future
development. Conclusions and recommendations are separated into those that concern
the INFORM forecast component and those that concern the decision component of the
system for easier reference by forecast and management agencies.

71. Overarching Conclusions

A first conclusion is that, with the present day real-time availability of forecast
information from the National Centers for Environmental Prediction (NCEP) and with
real-time observed precipitation and temperature as well as hydrologic model state
values from the California Nevada River Forecast Center (CNRFC), integrated forecast-
management systems are realizable as operational decision support tools for
management and planning of California water resources. Such systems assist water
managers to translate forecasts and their uncertainty into risk-based policies. They
advance current operational practices by (1) incorporating forecast uncertainty in
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decisions on a range of time scales, and (2) allowing for regional coordination of
management decisions.

With respect to the INFORM forecast component, simulations and ensemble forecasts
averaged over lead times from 6 hours to 5 days, when compared against historical and
real-time observations, have skill for mean areal precipitation (MAP), mean areal surface
air temperature (MAT), and reservoir inflows for a range of elevations and latitudes and
for spatial scales ranging from a few hundred square kilometers to several thousand
square kilometers.

The most significant contribution of the decision support system is to provide an
integrated planning and management framework and tools that address three critical
challenges:

Quantitative and explicit forecast utilization by the decision tools and processes.

2. Integration of planning, management, and operational decision-making tools and
functions within each management agency.

3. Establishment of a common set of analytical tools that facilitate agency
communication, cooperation, and coordination.

7.2. Specific Conclusions

7.21. Forecast Component

Several additional conclusions pertaining to the forecast component are supported by
the INFORM work reported in this document. These are listed below:

1. MAP from the INFORM 10-km-resolution orographic precipitation model using
boundary conditions from large scale (2.5°x 2.5°) NCEP reanalysis explains 20%—
40% of the historical (CNRFC estimated) six-hourly MAP variance for most
Sierra Nevada catchments. The model generally tends to overestimate low MAP
values. It produces higher scores for catchments with higher exposure to 700-
mbar wind flow from the upstream boundary point. The exposure of the
INFORM domain Sierra Nevada catchments is such that for the Oakland
boundary point, southwesterly flow produces higher scores than northwesterly
flow. The explained portion of observed precipitation variance increases
substantially for forecast averaging times greater than 6 hours.

2. Gridded estimates of six-hourly surface air temperature from the INFORM
surface temperature downscaling model using boundary conditions from large-
scale (2.5"x 2.5") NCEP reanalysis compare well with corresponding historical
station measurements in the INFORM domain during the wet season. A
tendency for underestimation was noted for some northern catchments in the
INFORM domain of Northern California.

3. The ESP methodology, when used with the hydrologic models of the INFORM
system and with historical MAP and MAT data, generates ensemble flows that
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are generally reliable and with good resolution in terms of predicting the 30- to
90-day wet-season flow volumes being in the upper or lower third (tercile) of
their distribution. Notable exception is the case of Shasta inflow volumes being
in the upper tercile of their distribution, for which the ensemble forecasts
overestimate the observed frequencies. For all the application reservoirs, results
for upper terciles are more reliable than those for lower terciles, and 30-day
inflow volumes are associated with more reliable results than 60- and 90-day
inflow volumes.

Improvement in reliability is limited when statistically downscaled climate
forecast system (CFS) ensemble forecasts of monthly resolution are used to
condition the ESP. This is also evident from the intercomparison of the decision
model results corresponding to unconditional ESP and CFS-conditioned ESP (see
Section 7.2.2).

Sensitivity analysis of the snow model of the INFORM hydrologic forecast
component (also used by CNRFC for operational forecasting in the Sierras)
resulted in the identification of the snow depletion curve as the most important
parameterized curve for calibration. This curve influences significantly the
evolution of snow accumulation and ablation during the wet season. This
analysis also showed that systematic or random errors in surface air temperature
input to the snow model result in significant perturbations of the snow water
equivalent evolution.

Evaluation of the operational CNRFC hydrologic model simulations using
historical data of unimpaired flows showed that the model simulations capture
the overall hydrologic response well. Poor performance during periods of
medium to low flows at some catchments within the INFORM domain is often
associated with regulation in upstream reservoirs which alter the downstream
natural flow. Model performance is poorest overall during summer months
(August through September). Also, during the wet season, performance is
generally better in early winter than in late winter and spring. Model snow water
equivalent evolution is in agreement with that of daily observations from point
sensors, with better agreement at lower elevations.

The INFORM hydrologic model simulations with historical data exhibit
performance that is very similar to the analogous simulations of the CNRFC
operational model. The INFORM model simulations capture the observed
hydrologic response for all the watersheds well, with respect to timing and
magnitude and without significant bias.

The initial evaluation of the real-time performance of the forecast component of
the INFORM system with data from the wet season 2005-2006 (“dry run”) and
with some interruptions of the real-time links to CNRFC and NCEP, showed
that, over several catchments, for several periods, and for lead times out to 5
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7.2.2.

days, the MAP and MAT 8-member ensemble forecasts contained the
observations. For northern catchments within the INFORM domain, there is a
tendency for overestimation of MAP and MAT in higher elevations and a
tendency for underestimation in lower elevations.

Real-time reservoir inflow ensemble (8-member) forecasts by the INFORM
system showed skill for several important flow events, catchments and lead
times out to 5 days, when compared to unimpaired flow estimates by CNRFC
(treated as observations for these evaluations). In some cases interruption of real-
time links to CNRFC and NCEP led to poor initial conditions for some forecast
preparation times with biased resultant ensemble flows. The good performance
of simulations with observed MAP and MAT corroborates this conclusion.
Folsom and Oroville reservoir inflows are somewhat delayed with respect to
CNRFC unimpaired flow estimates. Significant spread of the ensemble forecasts
was observed in several cases. These results were obtained without any bias
adjustments of the downscaling model output. A simple adjustment of the
INFORM MAP ensemble forecasts yielded substantially improved ensemble
reservoir inflow forecasts.

Decision Component

Specific conclusions related to the decision support system and its applications are noted

below:

1.

The INFORM DSS includes four planning and management decision layers
aimed to address long-range system planning (monthly resolution/one to two
years horizon), mid-range management (daily resolution/several months
horizon), short-range management (hourly resolution/one day horizon), and
near-real-time operations scheduling (hourly hydro power unit commitment and
load dispatching). The INFORM DSS models are interlinked to ensure
consistency across modeling layers, both with respect to physical system
representations, as well as with respect to the flow of decisions.

The INFORM DSS is designed to support participatory decision-making
processes in which stakeholder agencies evaluate the benefits and risks of
possible management decisions and develop consensus on the way forward. To
this end, the INFORM DSS first quantifies the associated benefits and risks by
deriving applicable planning and management tradeoffs. Once the stakeholder
agencies reach agreement on acceptable risks and equitable benefits, the
INFORM DSS can be used to develop the planning and management policies
that realize the agreements made.

Value of Stochastic versus Deterministic Forecasts: Extensive assessments described
in Chapter 5 and 6 demonstrate that using full forecast ensembles (as opposed to
a single sequence) improves management performance for all forecast schemes
and all projects. In the case of Folsom and the climate-conditioned ESP forecast
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model, stochastic management completely avoids flood damage, which in the
case of deterministic forecasts amounts to 220 million dollars. Thus, the
opportunity loss of ignoring forecast uncertainty in management models and
processes can be rather costly.

The value of the hydrologic ESP and climate-conditioned ESP models is assessed
by comparing their performance with that of the historical analog and perfect
forecast models in retrospective simulations. These assessments (Chapter 6)
indicate a consistent performance ranking across all reported criteria and
projects, with the perfect forecasts performing best, followed by the climate-
conditioned ESP, the hydrologic ESP, and the historical analog forecasts.
Relative performance differences are more pronounced for Folsom, where flood
damage increases from 0 (for perfect and climate-conditioned forecasts) to
220 million dollars (for hydrologic ESP and historical analog forecasts), and
Oroville, where maximum release increases from 88,773 cfs (for perfect forecasts)
to 133,303 cfs (for climate-conditioned ESP forecasts) to 169,254 cfs (hydrologic
ESP and historical analog forecasts). The same relative performance is noted
with respect to spillage and energy generation, albeit with less pronounced
differences. Thus, the assessments demonstrate that hydro-climatic forecasting
schemes can benefit reservoir management.

The retrospective assessments also show that climate-conditioned ESP forecasts
cause the deepest reservoir drawdowns, followed by the historical analog, the
hydrologic ESP, and the perfect forecasts. In light of the same reliability
thresholds used by all management models, this result implies that, on the
average, forecast ensembles exhibit the widest spread for the climate-conditioned
ESP, becoming progressively less wide for the historical analog, the hydrologic
ESP, and the perfect forecasts. Thus, the previous favorable conclusion regarding
the climate-conditioned ESP forecasts should be reviewed further in light of the
long-range drought risks that reservoir draw downs may pose. This aspect
suggests that the value of climate-conditioned ESP forecasts for reservoir
management can be improved.

Although forecast ensemble reliability is most important for reservoir
management, the range (or spread) of the forecast ensemble is also critical.
Among the forecasts that exhibit the same reliability (of containing the true
inflows), those with the narrowest ensemble range are most effective. According
to this criterion, the hydrologic ESP is shown to be a better forecasting scheme
than the historical analog. A third important forecast attribute is the forecast lead
time. In general, the value of forecasts in reservoir management increases with
increasing reliability, precision (as measured by the ensemble spread), and
effective lead time.

An important aspect of adaptive management methods such as the ones
implemented in the INFORM DSS is that they can increase the effective lead time
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10.

of the forecasts by managing uncertainty systemwide. This attribute provides
adaptive methods with a clear advantage over heuristic and static regulation
schemes.

CALSIM and the INFORM DSS simulation model were compared with respect to
river node flows, the X2 location (interface of saline and fresh water), and major
reservoir storages. The comparison results confirm that the INFORM simulation
model is consistent with CALSIM and can be used to represent the response of
the Northern California system at the same accuracy level.

Long-range planning retrospective assessments demonstrate the ability of the
INFORM DSS to determine the capacity of the system to meet increasing water
stresses. It is shown that 50% of the base water demand scenario (defined by
Tables G-5 and G-6) can be fully met throughout the assessment horizon, without
causing violation of any other system requirement (e.g., minimum flows, Delta
environmental conditions). By contrast, increasing water demand targets to 60%
of the base water demands brings about water supply deficits (in the Delta
demand and south exports) and fails to keep the Delta X2 location less than 80
km from the Golden Gate Bridge during the 1991-1992 dry years. This level of
water stress also leads to greater reservoir fluctuations, including five to six years
of full conservation storage depletion. On average, reservoir levels are 10 to 20
feet lower than those of the 50% base demand scenario. Scenarios of higher water
demands would lead to more frequent and more severe water shortages and
failures to meet other system requirements. Thus, the water stress that uses up
the system capacity to meet its objectives is estimated to be between 50% and
60% of the base demands. The assessments also demonstrate that better forecast
information improves system performance and mitigates the impacts of
increasing water stress.

Comparing the results of long-range planning and mid-range management
assessments reveals an incompatibility between the respective decision models
and processes. The main difference between the assessments is that the mid-
range assessment manages the reservoirs individually and does not include
potential interactions that might arise as part of the need to meet Delta demands
and environmental conditions. To a certain extent, this approach reflects current
practices which during flood periods focus on individual reservoir management
(daily or sub-daily operations), while for purposes of long-range planning
consider the entire system (monthly operations). The assessments show that this
incompatibility between planning and management may compromise system
performance and lead to potential failures. This incompatibility between mid-
range management and long-range planning can be addressed by expanding the
mid-range management scope to include a systemwide, rather than an
individual reservoir, perspective.
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7.3. Overarching Recommendations

Perhaps the most important recommendation arising from this work is to continue the
INFORM demonstration experiments for two or (more usefully) three additional
operational seasons beyond the system “dry run” wet season of 2005-2006 in continued
close collaboration with the forecast and management partner agencies in Northern
California. These additional operational seasons are necessary for the reliable evaluation
of the INFORM system performance and utility in specific situations, for the application
of any system corrections and adjustments that appear necessary from system
evaluation, for the establishment of a protocol for its operational use by the collaborating
agencies; and for exploring alternative applications for the system that have been
suggested by sponsor agencies.

A second overarching recommendation pertains to the use of the INFORM system in a
stand-alone mode for climate change simulations. The INFORM system closely emulates
several of the actual forecast and management procedures used in routine operations in
Northern California. As such, it constitutes a realistic simulation system for impact
analysis in this region using the output of state-of-the-science global climate models that
predict climatic variability and change. Such impacts include potential future climatic
influences on precipitation, temperature, and snowmelt and runoff patterns in the Sierra
Nevada resolved on the scale of INFORM catchments (from hundreds to thousands of
square kilometers), the effects of increased demand scenarios, and the effectiveness of
alternative management scenarios for improved water-use efficiency.

7.4. Specific Recommendations

7.4.1. Forecast Component

As discussed in Chapter 6, one of the limitations of the present INFORM system
implementation as regards the short-range forecast component is the ensemble size. At
present, the INFORM system ingests eight NCEP global forecast system ensemble
members to produce eight ensemble-member forecasts of MAP and MAT fields, and
reservoir inflow. There are currently fifteen GFS ensemble members produced by NCEP;
the reason INFORM uses only eight of these is the limited capability of the INFORM
computational server, which is based on eight computational processing units (CPUs). A
tifteen- or twenty-CPU multiprocessing configuration is recommended to allow ingest of
all available GFS ensemble members resulting in improved ability to use the INFORM
system-generated ensemble forecasts in a probabilistic context for validation and for
decision support. Along this line of future work, the authors also recommend
experimentation with statistical/probabilistic methods for effective ensemble size
increases.

In contrast to the GFS INFORM system input (forecast lead time up to 16 days), NCEP
climate forecast system input consists of surface precipitation and temperature fields
with monthly resolution. Efforts during this first phase of INFORM to have NCEP make
available in real time the CFS-computed three-dimensional fields with (at least)
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twice-daily forecast preparation times have not been successful (due to NCEP resource
limitations as discussed in Chapter 2). This is an important issue for INFORM for two
reasons:

1. The decision component requires reliable ensemble forecast input that spans the
scales from hours to months to accommodate the multiple objectives of reservoir
management.

2. The current methods for downscaling and the resultant statistical characteristics of
the short-range (GFS-based) and long-range (CFS-based) forecast are different
yielding statistical discontinuities for the INFORM forecast ensembles at the
transition times (from 16 days to 30 days of forecast lead time) and between the
tirst and the rest of the forecast months.

Availability of three-dimensional forecasts from CFS twice daily would lead to a
seamless downscaling component for INFORM resulting in physics-based downscaling
methods throughout (rather than a mix of physics-based and statistical methods) and in
improved performance through single adjustment strategies of downscaled precipitation
and temperature for the entire forecast horizon. It is thus highly recommended that CFS
input analogous to GFS input be made available. Should such ensemble forecast fields
become available, it is recommended that the necessary changes to INFORM structure
for real-time ingest and downscaling be made to use the new data.

As discussed in Chapter 3, Chapter 6, and in Section 7.2.1 above, during this first phase
of the INFORM project, no adjustments in the GFS forecast input, downscaled forecast
precipitation and temperature, and forecast reservoir inflow were effected in real time or
for the historical validation. Simple adjustments, applied off line to the downscaled
forecast precipitation fields for sensitivity testing, removed biases in the magnitude of
ensemble forecast reservoir inflows, and promise significant improvements in real-time
ensemble forecasts for real-time implementation. It is thus recommended that during the
second phase of the INFORM project, adjustments are considered and implemented.

The main issues to be resolved in this regard concern whether adjustments of the
physical structure of the precipitation and temperature downscaling models are
adequate to correct for biases or whether statistical bias adjustment of various forecast
fields is necessary. Candidate physical structure adjustments for the precipitation
downscaling model are the incorporation of (1) surface friction effects, (2) temperature
gradient effects, and (3) convection. Candidate physical structure adjustments for the
temperature downscaling component are (1) improvement of initial temperature
interpolation and (2) temperature advection. If statistical bias adjustment is necessary,
regression relationships between corresponding forecast and observed quantities may
be used.

7.4.2. Decision Component

As indicated in Section 7.2.2, there is a need to rectify the incompatibility between mid-
range management and long-range planning by expanding the mid-range model scope
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to include a systemwide, rather than an individual reservoir, perspective. This can be
accomplished by incorporating river routing models for the reaches downstream of the
major reservoirs and by representing the Delta and south water export operations with a
daily resolution. In addition to synchronizing the long- and mid-range system
representations, this modeling extension will enable the decision system to address fish-
related flow requirements more explicitly.

A second useful modeling addition would be the inclusion of a monthly river
temperature model to ensure that reservoir management is also responsive to fish
requirements related to temperature.

Lastly, a more direct linkage between CALSIM and INFORM DSS can be established to
leverage complementary model strengths. It is recommended that the planning process
use both models in the following iterative manner: First, the INFORM DSS can be
employed to generate long-range planning tradeoffs and associated reservoir release
policies based on seasonal hydro-climatic forecasts. Second, the INFORM DSS policies
and forecasts can be used by CALSIM to develop a more detailed spatial representation
of the system processes (inflows, withdrawals, returns) that are more meaningful to
individual stakeholders. It is recommended that this process be automated and become
user friendly as part of the INFORM DSS.

7.5. Benefits to California

A significant benefit of this first phase of INFORM for Northern California is its
contribution toward the integration of operational water supply forecast and
management activities by federal and state agencies toward increased water use
efficiency. The mutual technology transfer and science cooperation between research
centers and operational agencies is another. Lastly, even in its current prototype form,
the INFORM system provides a unique resource for operational and management
agencies in Northern California. These agencies may benefit by using this system as a
tool for evaluating potential decision policies pertaining to the use of Northern
California’s water supply during real-time operations and for seasonal planning, both
for the present and future years.
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9.0 Glossary

ARPS Advanced Regional Prediction System
CALFED Consortium of California and Federal Agencies

CALSIM A water resources simulation model for evaluating operational
alternatives of large, complex river basins

CCWD Contra Costa Water District

CDBE California Bay-Delta Authority

CFS Climate Forecast System

CMIS Climate Model Information System

CNREFC California Nevada River Forecast Center

COA Coordinated Operation Agreement

CPO Climate Program Office of NOAA

CPU Computer Processing Unit

CVO Central Valley Operations (USBR)

CVP Central Valley Project

DMIP Distributed Modeling Intercomparison Project
DSS Decision Support System

DWR California Department of Water Resources
ELQG Extended Linear Quadratic Gaussian control algorithm
EMC Environmental Modeling Center

ESP Ensemble Streamflow Prediction

ETD Evapotranspiration Demand

FNF Full Natural Flow (also, unimpaired flow)
GCM Global Climate Model

GFS Global Forecast System

GIS Geographic Information System

GWRI Georgia Water Research Institute (Georgia Tech)
HA Historical Analog

242



HRC
INFORM
MAP
MAT
NCEP
NOAA
NOMADS
NRC
NWP
NWS

OIC

OSST
PDAE
PIER-EA
RMSE
SAC-SMA
SCA

SDC
SIMOROP
SNOW 17
SWE

SWP
USACE
USBR
USGS
UTC
UTM

Hydrologic Research Center

Integrated Forecast and Reservoir Management
Mean Areal Precipitation

Mean Areal Temperature

National Centers for Environmental Prediction
National Oceanic and Atmospheric Administration
NOAA Operational Model Archive Distribution System
National Research Council

Numerical Weather Prediction

National Weather Service

Oversight and Implementation Committee
Observed surface sea temperatures

Percent Daily Absolute Error

Public Interest Energy Research, Environmental Area
Root Mean Square Error

Sacramento Soil Moisture Accounting Model

Snow Cover Area

Snow Depletion Curve

Simplified Orographic Precipitation Model

NWS Hydro-17 Model

Snow Water Equivalent

State Water Project

United States Army Corps of Engineers

United States Bureau of Reclamation

United States Geological Survey

Coordinated Universal Time (French Initials)

Universal Transverse Mercator (mapping coordinates)
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Appendices

Appendix A. Summary of Proceedings for the INFORM
Oversight and Implementation Committee Meetings

Appendix B. Validation Figures for the Application of the
Downscaling Precipitation Model to the Folsom Lake Drainage

Appendix C. Reliability-Diagram tables for CFS-Conditioned
and Unconditioned ESP for INFORM Reservoir Inflows

Appendix D.  INFORM Project Hydrometeorological Database

Appendix E. Plots from the Evaluation of the CNRFC
Operational Hydrologic Model

Appendix F. Plots from the Evaluation of the INFORM Stand-
Alone Distributed Hydrologic Model

Appendix G.  Selected Reservoir, Hydropower Facility, and
Demand Data

Appendix H.  Historical Analog Streamflow Forecasting Model

Appendix I River Index Calculation and Water Year
Characterization

These appendices are available in three separate volumes.
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