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PREFACE 

The California Energy Commission Energy Research and Development Division supports 
public interest energy research and development that will help improve the quality of life in 
California by bringing environmentally safe, affordable, and reliable energy services and 
products to the marketplace. 

The Energy Research and Development Division conducts public interest research, 
development, and demonstration (RD&D) projects to benefit California. 

The Energy Research and Development Division strives to conduct the most promising public 
interest energy research by partnering with RD&D entities, including individuals, businesses, 
utilities, and public or private research institutions. 

Energy Research and Development Division funding efforts are focused on the following 
RD&D program areas: 

• Buildings End‐Use Energy Efficiency 

• Energy Innovations Small Grants 

• Energy‐Related Environmental Research 

• Energy Systems Integration 

• Environmentally Preferred Advanced Generation 

• Industrial/Agricultural/Water End‐Use Energy Efficiency 

• Renewable Energy Technologies 

• Transportation 

 

Transmission Grid Research is the final report for the Transmission Grid Research project 
(Contract Number 500‐07‐037) conducted by the California Institute for Energy and 
Environment. The information from this project contributes to the Energy Research and 
Development Division’s Energy‐Related Environmental Research Program. 

 

For more information about the Energy Research and Development Division, please visit the 
Energy Commission’s website at www.energy.ca.gov/research/ or contact the Energy 
Commission at 916‐327‐1551. 
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ABSTRACT 

This report presents results from 11 public interest research projects that advance science and 
technologies related to the electric power transmission grid. These projects fall within three 
focus areas: infrastructure, real‐time operations, and planning and environmental activities. 
Three projects summarized current status, research gaps, and recommended research for each 
focus area. In the infrastructure area, two projects evaluated the seismic issues associated with 
transformer bushings and substation insulators and made recommendations for adoption by 
the Institute for Electrical and Electronics Engineers Standard 693, which specifies testing of 
these components. Three projects focused on real‐time operations. The wide area energy 
management storage systems project analyzed the combination of fast and slow storage over 
two balancing areas. A project on oscillation detection developed new algorithms for measuring 
oscillations in real time. The project on modal analysis for grid operation on the Western 
Interconnection developed a decision support tool to suggest mitigation steps for poorly 
damped wide area oscillations. In the planning and environmental areas, two projects were 
completed. The adaptive relay project studied four different applications of the use of 
synchrophasor data to improve protective systems. The online tools for wind and solar project 
developed tools for use by the California Independent System Operator to forecast system 
demands for ramping and regulation and possible congestion over the following 24‐hour 
period. Finally, the technology transfer research project focused on disseminating research 
results and encouraging further commercialization of the research.  
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PREFACE 
The California Energy Commission Public Interest Energy Research (PIER) Program supports 
public interest energy research and development that will help improve the quality of life in 
California by bringing environmentally safe, affordable, and reliable energy services and 
products to the marketplace. 

The PIER Program conducts public interest research, development, and demonstration (RD&D) 
projects to benefit California. 

The PIER Program strives to conduct the most promising public interest energy research by 
partnering with RD&D entities, including individuals, businesses, utilities, and public or 
private research institutions. 

PIER funding efforts are focused on the following RD&D program areas: 

• Buildings End-Use Energy Efficiency 

• Energy Innovations Small Grants 

• Energy-Related Environmental Research 

• Energy Systems Integration 

• Environmentally Preferred Advanced Generation 

• Industrial/Agricultural/Water End-Use Energy Efficiency 

• Renewable Energy Technologies 

• Transportation 

 

Seismic Performance of Substation Insulator Posts for Vertical-Break Disconnect Switches is the 
final report for the Seismic Performance of Substation Insulator Posts project (contract number 
500-07-037, grant number TRP-08-02 conducted by University of California at Berkeley. The 
information from this project contributes to PIER’s Transmission Research Program. 

 

For more information about the PIER Program, please visit the Energy Commission’s website at 
www.energy.ca.gov/research/ or contact the Energy Commission at 916-654-4878. 
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ABSTRACT 
The study presented in this report aimed at conducting experimental and finite element (FE) 
simulations.  The experimental program started with static tests for 230-kV and 550-kV 
porcelain insulator posts. Substructured dynamic testing was conducted on two different 
switches to validate the concept of substructuring for use in hybrid simulation (HS) testing. The 
ultimate goal was to develop a simple HS system (HSS) for testing a single insulator post that 
can be used in making design decisions of disconnect switches. The sought HSS was one of the 
major goals of the study and was successfully developed and validated by comparison with full 
switch shaking table tests. A single composite insulator post was tested using the developed 
HSS system. Static tests were carried out for the composite insulator before and after the HS 
tests. An experimental parametric study that used the HSS was carried out for evaluation and 
comparison of the seismic response of both porcelain and polymer insulators. The conclusions 
based on both insulator types were used to develop two testing frameworks that use the HSS in 
making design decisions for disconnect switches. The first application aimed at choosing the 
most suitable insulator type for a given support structure configuration. The second application 
focused on optimizing the characteristics of support structure to be used with a particular 
insulator type. The second half of study considered linear and nonlinear static and dynamic FE 
analyses of 230-kV porcelain insulator post to rank the sources of uncertainties in computational 
modeling and determine the failure load under dynamic earthquake loading. The conclusions 
drawn from the FE simulations along with developed HS framework were used to provide 
recommendations to IEEE693 for seismic qualification of high voltage electrical substation 
disconnect switches.   
 

Keywords: Electrical Disconnect Switches, Porcelain Insulator Posts, Composite (Polymer) 
Insulator Posts, Fragility Tests, Shaking Table Tests, Hybrid Simulation, Finite Element 
Analysis, Earthquake Loading 
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EXECUTIVE SUMMARY 
Introduction 
Disconnect switches are a key component of power transmission and distribution systems that 
either control the flow of electricity between all types of substation equipment or isolate the 
equipment for maintenance. To mitigate the vulnerability of new disconnect switches and other 
electrical substation equipment to earthquakes in the United States, the Institute for Electrical 
and Electronics Engineers (IEEE) is developing guidelines for seismic qualification and testing 
of disconnect switches  on shaking tables by the means of an IEEE693 spectrum-compatible 
ground motion at desired high performance levels. 

The motivation for determining the dynamic properties and seismic behavior of the disconnect 
switches and other equipment, with a special focus on the insulator components, is the severe 
damage that have been experienced in different electrical substation equipment over the past 
years by earthquakes. To avoid any possible energy dissipation, power leakage or substations 
shut downs due to earthquake damages, the IEEE guidelines for seismic testing and 
qualification of disconnect switches are in continuous development and update.   

If the disconnect switch or its support structure did not qualify according to the IEEE 
guidelines, modifications of the switch design such as adding braces to increase the lateral 
stiffness of the support structure should be performed. This process, of repeating the shaking 
table test for the disconnect switch, after such design modification, is time-consuming, 
expensive, and sometimes not practical. This is the motivation for developing a new testing 
approach that can easily accommodate performing such required modifications in the 
disconnect switch or its support structure. The proposed approach is based on the concept of 
real time hybrid simulations using a small shaking table for testing only a single insulator post 
with an online computational model for the support structure. The main advantage of the 
hybrid simulation (HS) approach lies on the flexibility of evaluating any support structure as a 
numerical simulation model. This implies that there will be no need for conducting expensive 
large shaking table tests every time a modification in the support structure is made. Only a 
simple modification in the computer model will suffice. The hybrid simulation testing is the 
essence of the experimental testing program conducted in this study. 

The study presented in this report aimed at developing an experimental framework, conducting 
finite element (FE) simulations and providing recommendations to IEEE693 for seismic 
qualification of different types of high voltage electrical substation disconnect switches. The 
experimental framework consisted of static and dynamic testing with complimentary material 
characterization and resonance-search tests. The FE simulations included linear and nonlinear 
static and dynamic analyses of a single insulator post. The static tests were conducted for 230-
kV and 550-kV porcelain insulator posts. These tests included ramp cyclic-loading tests to 
obtain the force-displacement relationship of the insulator posts and fragility tests to determine 
the failure cantilever loads, displacements, and maximum strains. Six cylindrical specimens 
were prepared from the broken 230-kV insulator parts for material testing. In addition, the 
vibration properties of the single porcelain insulator post were determined using hammer 
impact (resonance-search) tests. 

The dynamic testing included two types of substructured tests in addition to the HS tests. 
Firstly, a 550-kV substructured switch without support structure was tested on the earthquake 
simulator at PEER. Different combinations of uniaxial, triaxial, and rotational signals, referred 



 v

to as offline signals, were generated from previous full switch tests. The results of the 
substructured and full switch tests were compared to demonstrate the validity and limitations 
of the concept of substructuring and to study the effect of the out-of-plane rotations in switches 
supported on flexible structures in the out-of-plane direction. The second substructured test 
focused on a 230-kV single insulator post with and without live parts on the uniaxial shaking 
table at the Structures Laboratory of UC Berkeley. The performance of the shake table was 
characterized and the table was upgraded to minimize uplift during dynamic tests. Similar to 
the 550-kV case, uniaxial offline signals were generated from a previous 230-kV full switch test 
and used in single insulator tests. Comparison of full and substructured switch tests verified the 
use of the substructuring concept in HS testing. 

Part of the experimental study focused on developing a complete HS system (HSS) for testing 
single insulators on the small shaking table in real time using a computational model of the 
support structure. The developed HSS adopted a single-degree-of-freedom model of mass-
spring-dashpot system that used the measured force feedback to compute and apply the input 
to the shaking table in real time. A comparison with previous 230-kV full switch test validated 
the developed HSS for testing 230-kV single insulator posts.  

An application of the developed HSS that included 230-kV hollow core composite insulators 
was also considered in the experimental program. A complete set of static pull-back and snap-
back tests were conducted for the composite insulators before and after the HS dynamic tests. 
An experimental parametric study was carried out using the HS testing method where different 
stiffness values for the computational support structure model were considered. The varied 
stiffness reflected different configurations for the 230-kV disconnect switch support structure. 
The parametric study was conducted for the 230-kV switches including both porcelain and 
composite insulators, where the test results were compared for the performance evaluation of 
both types of insulators mounted on support structures with various structural configurations. 
In addition, a HS testing framework is proposed for decision making on insulator types and 
support structure configurations. 

The computational study in this research project aimed at developing accurate computational 
FE models for a single 230-kV porcelain insulator post. These models were used to conduct 
eigenvalue, linear, and nonlinear static and dynamic FE analyses. The FE model developed for 
nonlinear analyses was also used to conduct a parametric study focusing on ranking the 
different sources of uncertainties that affect the structural response of the insulator posts. 
Different model parameters were varied to study how the force and corresponding 
displacement at failure were affected. A Tornado diagram analysis was used to illustrate and 
summarize which model parameters affect the behavior more. The outcome of this Tornado 
diagram analysis is a representation of the important candidates to focus on in future research 
to reduce uncertainties in the computational modeling of insulator posts. 

The nonlinear FE model was used to conduct dynamic analyses using the same signal applied 
for the 230-kV substructured tests. The base excitation was applied at different scales to capture 
the insulator failure under dynamic loading which was not possible to experimentally 
determine due to shaking table limitations. The computational study was concluded by 
obtaining the maximum response nonlinear curves for the different scales used in the analysis 
for a single porcelain insulator post used in 230-kV electrical substation disconnect switches. 
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Purpose 
The main purpose of the study is to develop a simple HSS for testing a single insulator post that 
can be used in making design decisions on suitable insulator types and support structure 
configurations to minimize the probability of switch failure in earthquakes. The study focuses 
also on conducting linear and nonlinear static analyses to rank the sources of uncertainties in 
porcelain insulators computational modeling, and dynamic analyses to determine failure load 
under earthquake loading. The final conclusions drawn from the experimental study and the FE 
simulations were used to provide recommendations to IEEE693 for seismic qualification of high 
voltage electrical substation disconnect switches. 

 
Objectives 
The following are the main objectives of the presented study: 

1. Determine the dynamic properties of 230-kV and 550-KV porcelain insulator posts; 

2. Determine porcelain material mechanical properties; 

3. Construct a database for the porcelain static tests conducted at UC Berkeley; 

4. Conduct shaking table tests for 550-kV disconnect switch insulator pole at PEER shaking 
table; 

5. Conduct uniaxial shaking tests for a single 230-kV insulator post at small shaking table 
at UC Berkeley; 

6. Compare the substructured dynamic tests with full switch tests to demonstrate the 
validity of the concept of substructuring; 

7. Develop, implement, and validate a complete single-degree-of-freedom (SDOF) HS 
system for testing single porcelain insulator post in real time;  

8. Determine the dynamic properties of 230-kV hollow core composite insulator posts; 

9. Conduct HS dynamic tests for composite insulator post; 

10. Develop accurate computational FE models of a single 230-kV porcelain insulator; 

11. Conduct linear and nonlinear static analyses and sensitivity study to rank the sources of 
uncertainties in the computational modeling of insulators posts; and 

12. Conduct linear and nonlinear dynamic analysis to determine when the insulator posts 
fail under dynamic loading. 

 

Conclusions 
The following are the main conclusions of the presented study: 

• The force-displacement and force-strain relationships of both 230-kV porcelain and 
polymer insulator posts are very close to linear until failure. Porcelain insulator post 
showed a very brittle mode of failure in fragility tests. On the other hand, the mode of 
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failure of the polymer insulator is a separation between the tube and the metallic flange 
at the insulator base (tube pull out) leading to higher residual displacements. In 
addition, the load capacities of both insulators are comparable, while the stiffness of the 
porcelain insulator post is approximately 2.8 times that of the polymer post. 

• The grout packing of disconnect switch supports was found insignificant in increasing 
the support structure stiffness. The structural properties of the 550-kV disconnect switch 
columns remained unaltered for the cases of with and without the grout packing.  

• The rotations of the switch support structure contribute to approximately 25% of the 
recorded response quantities during earthquake loading. Thus, including the rotation 
component in the substructured dynamic tests of the 550-kV switches as a part of the 
input signal resulted in better match with the full switch test. It can be concluded 
consequently that eliminating the support structure rotations should reduce the 
straining actions developed in insulators during earthquakes.  

• Uniaxial single-component earthquake excitations are sufficient for the full switch 
seismic qualification instead of triaxial three-component signal since substructured tests 
showed that the in-plane and out-of-plane behaviors of switch are almost uncoupled. 
Accordingly, developing a HS system (HSS) for uniaxial testing of a single insulator of a 
230-kV switch is a suitable approach. The HS testing approach was successfully utilized, 
and the HSS has been developed and validated for testing a 230-kV single porcelain 
insulator post on the upgraded shaking table at the Structures Laboratory of UC 
Berkeley.  

• The structural properties of the polymer insulator determined from static tests remained 
unchanged after numerous dynamic and HS tests. This indicates that a polymer 
insulator can maintain its structural properties without any degradation after 
earthquakes as long as no failure is initiated.  

• One major advantage of the developed HSS is that the conclusions drawn for single 
insulator testing can be reasonably accepted at the full disconnect switch level in the 
open-open configuration. Another important advantage of the HSS is the major savings 
in time and cost. 

• An extensive experimental parametric study was conducted using HS to evaluate and 
compare response of different insulator types and different support structural 
configurations. The polymer insulators have an acceptable seismic behavior that is very 
comparable to the porcelain insulators in terms of the developed acceleration and 
displacement time histories. However, the absolute forces and strains were different 
because of the different mass and material. Also, the peak strain normalized by the 
failure strain obtained from the static tests was found useful for the response evaluation 
of both insulators types and design of their support structures. Stiff support structures 
with fundamental frequency greater than 9 Hz lead to the optimum insulator response 
when used for 230-kV disconnect switches. 

• The use of simplified Finite Element (FE) models that do not consider the complex 
insulator geometry and metallic cap zones can be sufficient for determining the 
vibration frequencies and mode shapes, linear analyses, and lateral stiffness estimates. 
However, accurate models are necessary for determining static and dynamic failure 
behavior using nonlinear analyses. From the conducted sensitivity study that aimed at 
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ranking the sources of uncertainties using a tornado analysis framework in insulator 
computational modeling, the porcelain fracture energy density and tensile strength were 
found to significantly affect the failure behavior. The effect of other source of uncertainty 
on the nonlinear FE model was also evaluated. 

• FE nonlinear dynamic analysis was sought for determining the failure load under 
earthquake loading which was not possible to determine experimentally. The 
determined dynamic failure load was 2.2 times the load capacity determined from static 
tests and analysis due to the distributed mass of the insulator that leads to distributed 
forces along insulator height 

 

Recommendations to IEEE693 
Based on the conclusions drawn from the presented research, the following recommendations 
can be made: 

• A set of material characterization tests should be planned for porcelain insulators as a 
part of seismic qualification process of substation disconnect switches.  

• Several specimens should be used for material testing. Each test should be repeated at 
least five times to determine the coefficient of variation accurately, to increase the 
confidence of the determined mean values for the different mechanical properties, and 
to minimize the variation in each property. High confidence in the porcelain material 
characterization and mechanical properties is necessary to eliminate or minimize a 
number of sources of uncertainties for accurate computational modeling of the insulator 
posts.  

• A modification factor for the failure load determined from static tests should be 
considered for seismic qualification of the insulator posts. A modification factor of 2.0 
applied to the static failure load is recommended to account for the dynamic behavior 
effect during earthquake excitation and seismic qualification tests of the ceramic 
insulators.  

• The decision of packing the supports of the substations disconnect switches with grout 
should be taken independently from any decisions aiming to stiffen the disconnect 
switches support structures. The grout packing at switch base supports does not 
increase the lateral stiffness of the switch support structures and is insignificant in 
altering the support structure characteristics.  

• The planar two-dimensional support structures should be avoided in substation 
disconnect switches whenever possible. The rotations experienced during earthquake 
excitations, due to the support structure out-of-plane flexibility, contribute to nearly 25% 
of the induced straining actions in the insulator posts.  

• Uniaxial shaking table tests can be used instead of triaxial tests for seismic qualification 
of disconnect switches. The substructured testing of the 230-kV and the 550-kV switches 
showed that the in-plane and out-of-plane responses of the switch are almost 
uncoupled.  
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• For a better characterization of the substation disconnect switches, it is recommended to 
adopt experimental frameworks that utilize the HS testing of single insulator posts in 
making seismic design decisions. Two testing frameworks that reflect two different 
applications of the HS testing were developed. The first proposed framework aims at 
using the HSS in choosing the most suitable insulator type, from a structural and seismic 
point of view, that is less likely to fail during an earthquake when used with a particular 
support structure configuration. The second proposed framework aims at determining 
the best support structure characteristics to minimize the induced stresses in a particular 
type of insulator posts during earthquakes, and hence can maintain a longer lifetime. 
The procedures developed at the end of the study are universal and can be used for any 
insulator type. 

 

Future Work 
Several topics can be considered for future work: 

• Development of HS testing of disconnect switches for multi-degree-of-freedom two- and 
three-dimensional analytical models structures. The HSS presented in this report used a 
SDOF computational model for representing the switch support structure in the analytical 
substructure of the system.  

• Development of further applications of HS testing aimed at structural upgrading of existing 
electrical substation equipment and testing-based-design of new electrical substation 
equipment. One framework, that can be of great benefit to switch manufacturers if properly 
verified, is the use of HS to determine the support structure stiffness limits for which a 
switch is seismically qualified.  

• Development of criteria to determine when it is acceptable to use uniaxial instead of triaxial 
testing of disconnect switches.  

• Investigation of the use of base isolation for adjusting the characteristics and dynamic 
properties of the support structures of disconnect switches to mitigate earthquake damage.   

• Investigate the performance of large electrical substation networks and generation, 
transmission and distribution systems under earthquake, natural disasters, or other 
reliability threats.  
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1 Introduction 
1.1 Overview 

Disconnect switches are a key component of power transmission and distribution systems. They 
are used to control the flow of electricity between all types of substation equipment and are 
used to isolate all types of substation equipment for maintenance. Figure 1.1 shows an elevated 
three-phase (pole) vertical-break disconnect switch. A phase is three insulators connected 
together from the top by a metallic tube (switch blade) as shown in Figure 1.1. In case of this 
particular installation, the switch is connected to a circuit breaker at one end. The other end of 
the switch connects substation equipment to the high-voltage transmission lines.  

The disconnect switches are normally mounted on support structures. A typical support 
structure for a 230-kV switch is a stiff three-dimensional (3D) braced (three-phase) steel frame 
as shown in Figure 1.1. For other types of switches, such as the 550-kV disconnect switches, the 
support structure can consist of steel tapered column supports as shown in Figure 1.2. 

The switch is opened or closed using the metallic tube (gate) that joins the phase insulators 
together from the top. According to the direction of opening of the gate, there are two 
commonly used types of disconnect switches; vertical-break switches, where the gate is opened 
vertically in the phase plane, and horizontal-break switches, where the gate is opened 
horizontally in the out-of-the-plane of the phase. Figure 1.3 shows a schematic drawing for the 
difference between vertical and horizontal break disconnect switches. In this study only 
vertical-break switches were considered. 

To mitigate the vulnerability of new disconnect switches and other electrical substation 
equipment in the United States, the Institute for Electrical and Electronics Engineers (IEEE) is 
developing and updating guidelines for seismic testing and qualification of disconnect switches. 
These guidelines require that all disconnect switches exceeding certain voltage threshold to be 
tested on shaking tables using an IEEE693 spectrum-compatible ground motion time history to 
determine the dynamic properties and to qualify the switch at high performance levels. 

The motivation for determining the dynamic properties and seismic behavior of the disconnect 
switches, transformers, and other equipment, with a special focus on the insulator components, 
is the severe damage that the switches, insulators and bushings have experienced over the past 
years by many earthquakes inside and outside the United States. The damage during an 
earthquake can be either limited to the brittle porcelain insulator or bushing components, or it 
can be extended to the whole switch. Some examples of different failure types are presented in 
Figure 1.4 through Figure 1.6. Damage occurring at just one side of one of a porcelain bushing 
used in an electrical power transformer is shown in Figure 1.4. Other examples of earthquake 
damage are connection failures either at one side of the insulator as in Figure 1.5, or due to a 
whole insulator falling down as in Figure 1.6. 

One or more component failures during an earthquake in an electrical disconnect switch or 
power transformer can lead to energy dissipation, power leakage or substations shut downs 
which may cause serious disasters. Hence   it is important to pay special attention to electrical 
substations and their components. This justifies the need for developing and updating IEEE 
guidelines for seismic testing and qualification of disconnect switches, and explains why 
elaborate shaking table tests are conducted for disconnect switches and support structures. 
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Figure 1.1 Three-phase 230-kV vertical-break disconnect switch on a stiff frame 

Source: Gilani et al., 2000 

 

Figure 1.2 Typical field installation of single-phase 550-kV vertical-break disconnect switch on a flexible 
frame 

  Source: Takhirov et al., 2004 
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Figure 1.3 Vertical-break switch phase (left) versus horizontal-break switch phase (right) 

Source: this report 

 
Figure 1.4 Porcelain bushing damage after earthquake 

Source: Eric Fujisaki, PG&E 
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Figure 1.5 Single porcelain insulator connection failure at the base after earthquake 

Source: Craig Riker, SDG&E 

 

  

Figure 1.6 Porcelain insulator fall out during earthquake hazard           

  Source: Craig Riker, SDG&E 
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If the disconnect switch or its support structure does not qualify according to the IEEE 
guidelines, modifications of the switch design should be performed. Such modification may 
include adding braces to increase the lateral stiffness of the support structure. The switch 
should then be re-tested and pass in order to be qualified. This process, of repeating the shaking 
table test for the disconnect switch after such design modification is time-consuming, expensive, 
and sometimes not practical. This was the motivation for developing a new testing approach 
that can easily accommodate performing such required modifications in the disconnect switch 
or its support structure. The proposed approach is based on the concept of real time hybrid 
simulations using a small shaking table for testing only a small component of the disconnect 
switch, such as a single insulator, with an online computational model for the support structure. 
The main advantage of the hybrid simulation approach lies in the flexibility of evaluating any 
support structure as a numerical simulation model. In this approach, a simple modification in 
the computer model can help decide on the optimum switch adjustment in order to qualify. Due 
to the complex nature of disconnect switches with the different components, fittings and 
mechanical parts, the suggested approach is not meant to substitute the full switch qualification 
tests, however it could save several expensive large shaking table tests for every time a 
modification in the support structure is made. Moreover, the design of the support structure 
can be optimized using the suggested hybrid simulation testing approach which is the essence 
of the experimental testing program conducted in this study. 

The study presented in this report can be divided into two broad parts: experimentation and 
Finite Element (FE) simulation. For the experimentation, the ultimate goal was to develop the 
Hybrid Simulation (HS) approach for vertical-break switches. Two types of switches were 
considered for the study; 230-kV and 550-kV vertical break disconnect switches. The 
experimental program started with several frequency analysis and static cyclic-loading 
calibration and fragility tests to acquire basic knowledge of 230-kV and 550-kV single porcelain 
insulator posts. Material characterization tests were conducted using specimens prepared from 
the 230-kV post that was broken in the fragility test.  

Several dynamic tests were carried out for implementing and developing the HS approach. The 
dynamic tests were conducted in two stages. The first stage was intended to demonstrate the 
concept of substructuring. That was to test only part of the disconnect switch using offline 
signals that were generated from previous full switch tests. The results of the substructure and 
full switch tests were then compared. Two tests were conducted for this purpose. The first was 
testing 550-kV insulator pole (three-insulator posts assembly) on the large six degrees of 
freedom Pacific Earthquake Engineering Research (PEER) center shaking table without support 
structure. The second was testing a single porcelain insulator of a 230-kV vertical-break 
disconnect switch on a small shaking table at the Structures Laboratory of UC Berkeley. 

The second stage was the implementation, validation and testing of a real time HS system, 
where the single 230-kV porcelain insulator was the test specimen and the small uniaxial 
shaking table was the used facility. A HS integrated environment was developed to perform all 
the online computations and to adopt the measured displacement and force feedback to update 
the input command in real time. 

After the HS system was successfully developed and validated, a different application was 
considered. That was testing composite insulator posts. Complete sets of static and HS dynamic 
tests were carried out on 230-kV hollow core composite insulator posts. Static pull-back and 
snap-back tests were conducted before and after the dynamic tests to determine basic 
mechanical properties of insulator post, and to capture any change in properties after dynamic 
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tests. A suggested framework for testing the composite insulators was inspired from conducted 
HS dynamic tests and provided in form of recommendations to IEEE at the end of the report. 
The proposed framework included the porcelain insulators as well.   

The FE simulation comprised the other half of the study. Although different insulators 
(porcelain vs. composite and 230-kV vs. 550-kV) were involved in different applications through 
the experimentation part of the study, only 230-kV porcelain insulator posts were considered 
for the FE simulation since one insulator type is enough to conduct the desired sensitivity study 
and nonlinear analyses . Several computational models were developed and calibrated using 
relevant static and material tests. The conducted FE analyses included eigenvalue modal 
analysis, linear and nonlinear static and dynamic analyses. The nonlinear static analysis focused 
on ranking the sources of uncertainties in insulator modeling through an extensive parametric 
study. Different model parameters were varied based on the conducted material tests and the 
failure load and displacement were determined for each case. A tornado analysis diagram was 
used to rank such uncertainties in model parameters.   

The most accurate nonlinear FE model calibrated from static analysis was used to conduct 
dynamic analysis using a base excitation that is similar to the offline signal applied for 230-kV 
substructured tests. The base excitation was applied at different scales to capture when the 
insulator failed under dynamic loading. The base force, top acceleration and displacements 
histories were recorded for each scale. The maximum values were then used to obtain the 
nonlinear response curves for the 230-kV disconnect switches porcelain insulators posts. 

1.2 Brief Literature Survey 

The literature contains no information on the HS approach for testing a single switch 
component to evaluate the seismic performance of the disconnect switches. What is available in 
the literature is some information on the seismic performance of disconnect switches with 
porcelain insulators evaluated from testing full-size switches mounted on support structures to 
replicate field installation. The experimental studies performed on complete assembly of full 
scale disconnect switches that use porcelain insulators are summarized in this brief section. 

Seismic qualification testing of 500-kV switch at Wyle: Seismic qualification testing conducted 
in 1984 on a 500-kV vertical-break disconnect switch is discussed in a report from Wyle 
Laboratories (Wyle Laboratories, 1993). 

Seismic qualification testing of 230-kV switch at Wyle: The experimental study of the 
qualification of a 230-kV switch is presented in another report by Wyle Laboratories 
(Thornberry and Hardy, 1997). 

Seismic testing of 230-kV switches at EERC: A comprehensive experimental study of 230-kV 
disconnect switches was conducted by the Earthquake Engineering Research Center (EERC) at 
the University of California, Berkeley (UC-Berkeley) (Gilani et al., 2000). 

Seismic testing of 550-kV switches at EERC: A comprehensive experimental study of 550-kV 
disconnect switches was conducted by the EERC, UC-Berkeley (Takhirov et al., 2004). 

Two more studies were conducted at PEER but have not been published yet. Both studies 
focused on seismic qualification of full disconnect switches following the IEEE-693 (1997) 
recommendations. The first study was for 230-kV switch tests that took place in 2008, while the 
second study was for 550-kV switch tests that took place in 2010. The data sets and results from 
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these tests were utilized in the presented study in this report. In that regard, all the offline 
signals used for the substructured dynamic tests were generated from the mentioned 2008 and 
2010 switch tests. Moreover, the results from these full switch tests were the basis for the 
comparisons made in this study for the substructured dynamic and hybrid simulation tests. 

Also the literature contains no information about seismic performance of switches that uses 
composite insulators except for a report by Gilani et al., 2000. This report is the same one 
mentioned above, and it includes, besides testing the porcelain 230-kV switches, testing a full 
disconnect switch that used composite insulators at the PEER shaking table. No information 
was found regarding composite insulators component testing as well.   

1.3 Objectives of the Current Study 

This study, as previously mentioned, aims at carrying out an experimentation framework and 
FE simulation. The objectives of the study are: 

1) Determine the structural and mechanical properties (natural frequency, lateral stiffness, 
failure load, displacement and strains) of single 230-kV and 550-KV disconnect switch 
porcelain insulator posts; 

2) Determine porcelain material mechanical properties (density, Young’s modulus, Poisson’s 
ration, tensile strength, and compressive strength); 

3) Construct a database for the porcelain static tests conducted at UC Berkeley; 

4) Conduct shaking tests for 550-kV disconnect switch insulator pole at PEER shaking table 
using various signals measured from previous 550-kV switch tested at PEER shaking table; 

5) Conduct uniaxial shaking tests for a single 230-kV insulator post at small shaking table 
using a signal measured from previous 230-kV switch tested at the PEER shaking table; 

6) Compare the substructured dynamic tests with full switches tests to demonstrate the 
validity of the concept of substructuring for the developed HS framework; 

7) Develop, implement, and validate a complete Single Degree Of Freedom (SDOF) Hybrid 
Simulation System (HSS) for testing the single insulator in real time using an online 
computational model to model the support structure;  

8) Determine the structural and material properties (natural frequency, lateral stiffness, failure 
load, displacements and strains) of single 230-kV hollow core composite insulator post; 

9) Conduct HS dynamic tests for single composite insulator post using the HSS developed 
during porcelain insulators testing; 

10) Develop accurate computational FE models that can reproduce all the experimentally 
determined properties of a single 230-kV porcelain insulator and include the porcelain 
fracture and grout interface zones; 

11) Conduct linear and nonlinear static analyses and sensitivity study to rank the sources of 
uncertainties in the computational modeling of insulators posts; and 

12) Conduct linear and nonlinear dynamic analysis to determine when the insulator post fail 
under dynamic loading since it was not possible to break it experimentally. 



 8 

1.4 Report Outline 

The above mentioned objectives are presented and discussed in eight chapters following this 
introduction. Chapters 2 through 7 include discussions of the experimental program and its HS 
framework. On the other hand, Chapters 8 through 10 cover the FE analysis and simulation. In 
more details, Chapter 2 covers the static tests for 230-kV and 550-kV porcelain insulator posts 
and porcelain material characterization tests. The 550-kV substructured dynamic tests are 
discussed in Chapter 3. This chapter also includes a brief study of the effect of grout packing at 
the disconnect switch supports as a practical consideration. Chapter 4 covers the testing of the 
230-kV single insulator in two configurations; with and without live parts and the 
substructured tests are compared with a previous full switch test. The core of the study is 
developing, implementing and validating the HSS and is presented in Chapter 5. The static and 
HS dynamic tests conducted for the composite insulators are discussed in Chapter 6. A 
comparative evaluation of the seismic performance of different insulator types is carried out 
using the results from HS parametric study and presented in Chapter 7. The second half of the 
study that covers the FE simulation is presented next. Chapter 8 covers different FE models 
development and basic linear analyses. Chapter 9 presents nonlinear static analyses with focus 
on sensitivity of the computational results to different parameters of the nonlinear model using 
the framework of Tornado analysis. The conducted linear and nonlinear dynamic analyses are 
presented in Chapter 10. Finally, Chapter 11 presents concluding remarks of the study in 
addition to the recommendations made to IEEE based on the different topics covered in the 
study and some suggested topics for future work.
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2 Static Tests 
2.1 General 

The conducted static tests are the first stage of a multi-stage experimental study. Two different 
types of porcelain insulator posts were tested. The first type was the 230-kV insulator post, 
while the second was 550-kV insulator posts. The considered types are typically used in 230-kV 
and 550-kV vertical-break disconnect switches, respectively. The conducted static tests included 
a single 230-kV solid core porcelain insulator post which consisted of 2 sections and had an 
overall height of 80 inch. Several 550-kV solid core porcelain posts that consisted of 3 sections 
each and had a 151-inch overall height were also tested.   

A complete set of static tests included a ramp cyclic-loading test to determine the lateral 
stiffness of a single insulator post and a fragility test where the insulator was pulled until failure 
to determine its failure cantilever load, displacement and maximum strain. Besides the cyclic 
and fragility tests, impact hammer tests were conducted to determine the vibration frequency of 
the insulator. Although hammer tests are dynamic tests, its discussion is presented in this 
chapter so all tests conducted in the same setup and configuration are presented together. Note 
that hammer tests were conducted at different setups throughout this study. 

The discussion presented in this chapter focused more on the 230-kV insulator tests. The tested 
insulator post was attached to a reaction frame at Richmond Field Station (RFS) testing facilities 
at UC Berkeley. After it was pulled until failure, the broken pieces of the 230-kV insulator were 
used to prepared cylinder specimens to determine the porcelain mechanical properties. A full 
discussion of the material testing is also presented in this chapter. The results of the material 
tests were utilized by the FE models developed at a later part of this study. This chapter 
includes also, but in less detail, the 550-kV tests which were conducted at RFS testing facilities 
at UC Berkeley. Similar instrumentation and procedures used in the 230-kV tests were adopted 
for the 550-kV insulators that were attached directly to the laboratory rigid floor and tested 
against rigid wall. A different setup was sought because of the larger size of the 550-kV 
insulator that could not fit into the laboratory ordinary reaction frame.  

The objectives of the static tests were to determine the insulators mechanical properties and 
porcelain material properties. The main focus is on the 230-kV insulators since it was utilized 
intensively throughout the hybrid simulation testing and FE simulation parts of the study. 
However, the 550-kV insulators were part of the substructured dynamic tests discussed in the 
next chapter. The results of all the conducted static tests and older relevant porcelain tests, 
which were also conducted at UC Berkeley, are summarized in the last section of this chapter to 
serve as a foundation for a porcelain insulators tests database. 

2.2  Test Setup and Instrumentation 

For conducting the 230-kV insulator unidirectional cyclic-loading and pull tests, the two 
sections that form a single insulator post were assembled and attached using a rigid base plate 
to the reaction steel frame at RFS testing facilities at UC Berkeley. Figure 2.1(a) shows the 
assembled insulator post attached to the reaction frame. To impose cyclic and pull loads at the 
tip of the insulator, an actuator was attached to the top of the insulator as shown in Figure 
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2.1(a). Figure 2.1(b) shows the lower part and the rigid plate that was designed and fabricated 
for the purpose of attaching the insulator to the reaction frame of this setup. The designed base 
plate was rigid enough to provide fixity at the base. A detailed drawing of the rigid base plate is 
shown in Figure 2.2. 

 
(a) (b) 

Figure 2.1 (a) Test setup used for 230-kV insulators cyclic-loading and pull tests (b) Base plate to attach 
the insulator to the reaction frame 

Source: this report 

 

Figure 2.2 Detailed drawing of base plate used to attach the insulator to the reaction frame 



 11 

Source: this report 

A wide range of instruments was used for the static tests. For the static ramp-cyclic and pull 
loading, forces, displacements and strains were measured. Moreover, for the impact hammer 
tests, the acceleration histories were sought for frequency determination. Figure 2.4 shows 
different types and locations of instruments.  

The conducted tests were performed under displacement-control. Thus, a linear transducer is 
used along with the actuator to apply and control the desired displacements. Meanwhile, a load 
cell is attached to the actuator to measure the force corresponding to a certain displacement 
command. To measure the strains at different locations, nine strain gauges were used as 
indicated in Figure 2.4. These strain gauges were arranged as follows: 

- Two strain gauges were used at the top of the lower insulator section at location (b) in Figure 
2.4. The lower gauge was expected to show less strain than the upper one when the porcelain 
was not in full contact with the metallic cap due to grout separation from the porcelain. 

- One strain gauge was used at the middle of the bottom section at location (c) in Figure 2.4. 

- Six strain gauges were used at the bottom of the lower section at location (d) in Figure 2.4 
where three gauges were placed at each side. These strain gauges were intended to record and 
observe maximum induced strain at both the porcelain and metallic cap surfaces. Also, 
distributing the strain gauges along the height at that location aimed at assessing the 
separation, if any, of the grout from the porcelain when porcelain was in tension. 

For the dynamic impact hammer tests, accelerations were necessary to estimate vibration 
natural frequency. The two XYZ accelerometers were used at different locations. The first was 
attached to the steel base plate, as shown in Figure 2.3. The second was on top of the two-
section insulator at location (a) as shown in Figure 2.4. The accelerometer used at the base plate 
was intended to assure that the full fixed boundary condition was achieved at the insulator 
base. Each XYZ accelerometer contains a group of three 1D accelerometers each pointing 
orthogonally in one of the measuring directions attached to a single bracket. 

  

Figure 2.3 Bottom XYZ accelerometer attached to the insulator base plate 

Source: this report 
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a

b

c

d d

 
(a) Top XYZ accelerometer. 

 
(b) Sg08 (top) & Sg09 (bot.) at top of lower section. 

 
(c) Sg07 in the middle of the lower section. 

 

(d) Sg01 to Sg03 at left and Sg04 to Sg06 at right. 

Figure 2.4 Different instrumentation used in the 230-kV insulator test 

Source: this report 

2.3 Test Procedure 

In this section, a brief description of the adopted procedure for the different tests conducted on 
the 230-kV porcelain insulator is presented. The same procedure was adopted also for the 550-
kV insulator tests presented in a later section. 
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2.3.1 Hammer Impact Test 
For this test, an impact was applied using a rubber hammer to the insulator top, as shown in 
Figure 2.5, to develop an initial acceleration that excites all the vibration frequencies. It was 
important to detach the actuator to allow free vibration of the insulator. The measured 
accelerations at top of the insulator were post-processed to estimate the resonance frequencies 
and damping ratios. In particular, it was desired to determine the fundamental frequency. The 
test was repeated in both X (in-plane along actuator axis) and Y (out-of-plane) directions. 

2.3.2 Cyclic Loading Test 
In this test, four successive ramp displacement cycles of incrementally increasing amplitude 
were applied successively to the insulator top. The displacement command histories are shown 
in Figure 2.6. The first cycle had an amplitude of 0.1 inch with a duration of 100 seconds, while 
the second to fourth cycles had amplitudes of 0.5, 0.5 and 1 inches and durations of 100, 200 and 
200 seconds, respectively. The purpose of this test was to plot the force-displacement 
relationship for each cycle, and consequently, use these plots to determine the stiffness of the 
insulator. Moreover, the test was used to investigate the damage initiation particularly those 
related to the formation of cracks in the grout-porcelain interface close to the insulator base. 

2.3.3 Fragility Test 
In this test, the top of the insulator was pulled until the insulator failed to assess its fragility 
level. This test was intended to investigate the damage initiation and propagation and mode of 
failure. The test led to determination of the failure load, insulator top displacement and 
maximum induced strain. Figure 2.7 illustrates the propagation of damage up to failure which 
took place in both upper and lower sections. 

 
Figure 2.5 Impact applied to the insulator top to estimate vibration frequencies 

Source: this report 
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Figure 2.6 Displacement ramp cycles with amplitudes and duration of (a) 1st cycle: 0.1 in., 100 sec (b) 
2nd cycle: 0.5 in., 100 sec (c) 3rd cycle: 0.5 in., 100 sec (d) 4th cycle: 1 in., 100 sec 

Source: this report 

Figure 2.7 Propagation of damage and failure of 230-kV porcelain insulator in fragility test 

Source: this report 
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2.4 Test Results 

As discussed, several runs were conducted for each test type. The testing protocol and different 
runs conducted on the single 230-kV insulator post are summarized in Table 2-1. 

Table 2-1 Test protocol for single 230-kV porcelain insulator post 

Run# Loading # of 
cycles Axis* Sampling 

rate [Hz] Filter 

Run010 Hammer impact NA X 300 None 

Run011 Hammer impact NA X 300 None 

Run013 Hammer impact NA Y 300 None 

Run015 Hammer impact NA Y 300 None 

Run016 Ramps at 0.1" 100 sec long 1 X 300 None 

Run017 Ramps at 0.1" 100 sec long 1 X 300 None 

Run018 Ramps at 0.5" 100 sec long 1 X 300 None 

Run019 Ramps at 0.5" 200 sec long 1 X 300 None 

Run020 Ramps at 1.0" 200 sec long 1 X 300 None 

Run021 Pull to failure NA X 300 None 

*X: In-plane of actuator loading, and Y: Out-of-plane of actuator loading 

Source: this report 

 

2.4.1 Hammer Impact Test 
The impact hammer test was repeated twice in each direction. Each time, the recorded 
acceleration histories in both directions were plotted and used to compute the damping ratio. A 
typical acceleration record is plotted for Run010 in both X and Y directions in Figure 2.8(a) and 
(b), respectively. The maximum acceleration achieved from an impact is shown in each of the 
figure as well. The higher value in X-direction record, Figure 2.8(a), reflects the fact that the 
impact was in X-direction for the shown plot.  

A Fast Fourier Transform (FFT) was sought to represent the recorded accelerations in the 
frequency domain. The resonance frequency observed from the FFT reflected the natural 
frequency. Typical plots showing FFT of the accelerations recorded on top of the insulator post 
in both X and Y directions are shown in Figure 2.9(a) and (b), respectively.  

The observed resonance frequency was determined for each impact test run and the results are 
summarized in Table 2-2. This table also shows the recorded peak accelerations, damping ratios, 
and peak strain values on the porcelain in micro-strains (μ-strain = 1E-06). 
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Figure 2.8 Acceleration records (Run010) from hammer impact in (a) X (b) Y directions 

Source: this report 
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Figure 2.9 FFT of acceleration records (Run010) with fundamental frequencies identified in (a) X (b) Y 
directions 

Source: this report 
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Table 2-2 Summary of hammer impact tests 

Test run Direction 
Acceleration [g] Frequency [Hz] Damping [%] Porcelain

μ-strain X Y X Y X Y 

Run010 X 6.55 1.02 19.21 19.25 0.73 0.64 45 
Run011 X 8.37 1.55 19.19 19.25 0.75 0.60 49 
Run013 Y 4.33 6.01 19.23 19.15 0.58 1.76 25 
Run015 Y 2.31 7.29 19.28 18.90 0.50 3.31 23 

Source: this report 

 

2.4.2 Cycling Loading and Fragility Tests 
After the completion of the hammer tests, the specimen underwent a series of cyclic tests. 
Figure 2.10 shows the complete applied load versus tip displacement relationship of the 
insulator post for all the loading cycles including the last run when insulator was pulled to 
failure. A summary of each separate load cycle observed forces and strains along with the 
corresponding displacements is presented in Table 2-3. The failure load, displacement and 
maximum strain values were reported in the same table as 2.232 kip, 1.596 inch and 1130 
μstrain, respectively.   

 

Figure 2.10 Overall force-displacement relationship for all 230-kV insulator test runs 

Source: this report 

Individual force-displacement relationships are plotted for 0.1-inch, 0.5-inch and 1.0-inch 
displacement load cycles in Figure 2.11(a), (b) and (c), respectively. From these plots, one can 
determine the slope of the curves reflecting the lateral stiffness of the single porcelain insulator 
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and observing the corresponding forces at the end of each cycle. The observed force values were 
used to compute the secant stiffness for each run. The values computed for secant stiffness are 
shown also in Table 2-3. For an estimate of the 230-kV porcelain insulator post, the average of 
the 3 runs: Run018 through Run020 was used. That is 1.58 kips/inch. The first two runs were 
not considered since small displacements within actuator sensitivity limit were used and hence 
not accurate enough for stiffness estimate. The last run when the insulator was pulled until 
failure was also not used because the nonlinearity introduced at failure reduced the computed 
stiffness secant value as shown in the table.   

Table 2-3 Summary of cyclic and pull test results. 

 

Test run 

Maximum values 
Secant 

Stiffness 

[kips/in] 

Velocity 

[in/sec] 
Force 

[lbs] 

Displacement

[inch] 

Porcelain 
strain 

[μ-strain] 

Cast iron 
cap strain 

[μ-strain] 

Run016 187 0.100 111 53 1.87 0.004 
Run017 191 0.100 108 49 1.91 0.004 
Run018 807 0.500 404 181 1.61 0.020 
Run019 805 0.500 422 175 1.61 0.010 
Run020 1517 1.000 781 327 1.52 0.020 
Run021 2232 1.596 1130 565 1.40 0.007 

Source: this report 

 

Figure 2.12 shows how strains changed in time at different locations on the specimen during all 
cyclic and pull tests. Figure 2.12(a) and (c) show that the end caps of the bottom insulator 
section behaved in opposite manner as it was expected. Since the strain at the shed was close to 
zero as in Figure 2.12(b), the sheds did not provide any structural stiffness as it would be 
expected. 

The plots for force-strain relationships are shown in Figure 2.13. As observed from these 
relationships, the force versus strain diagram is very close to linear for porcelain close to the top 
of bottom cap, but it has two different slopes for tension and compression. These slopes were 
estimated using the least squares method and plotted in darker red dash-dot plot for positive 
tension slope and lighter green dash-dot for negative compression slope in Figure 2.13. It is 
noted and reported on this figure that the recorded strain at the failure point of the insulator 
was 1130 μstrain. In addition, the phenomenon related to the separation of the porcelain from 
the grout at the grout/porcelain interface near the end cap can also be interpreted from these 
cyclic tests. This separation causes zero strain reading at the top of the end caps while the force 
is pushing the porcelain away from the metal cap as shown in Figure 2.13(a) and (c). One of the 
goals and challenges of the FE analysis of the insulator was to reproduce this complex behavior 
in the computational model. 
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(a) Results of Run018 

(b) Results of Run019 

(c) Results of Run020 

Figure 2.11 Force-displacement relationships for three different 230-kV insulator cyclic-loading tests 

Source: this report 
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a

b

c

(a) Top cap of bottom section (cast iron) 

(b) Shed in middle of bottom section (porcelain) 

(c) Bottom cap of bottom section (cast iron) 
 

Figure 2.12 Strain history at different locations (a, b and c) during the 230-kV porcelain insulator tests. 
Two different gauges (designated as lower and upper) were used at locations a and c. 

Source: this report 
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a

b
c

(a) Top cap of bottom section (cast iron) 

(b) Porcelain close to the top of the bottom cap 

(c) Bottom cap of bottom section (cast iron) 

Figure 2.13 Force versus strain relationships at different locations (a, b and c) during the 230-kV 
porcelain insulator tests 

Source: this report 
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2.5 Material Properties Tests 

For the sake of the FE analysis discussed in Chapters 8 through 10, the broken insulator parts 
from the pull test were used to prepare cylindrical specimens to conduct material tests to obtain 
its mechanical properties. All specimens were taken from the porcelain body of the single tested 
230-kV insulator. Moreover, a vertical section was cut at the broken insulator base for modeling 
purposes. The properties of interest are Young’s modulus, Poisson’s ratio, density, compressive 
strength, and tensile strength.  

2.5.1 Specimens 
To prepare porcelain samples, cuts were performed using a diamond-blade cutting machine 
available at the Geological Laboratory at McCone Hall at UC Berkeley and shown in Figure 
2.14. Six cylindrical specimens were prepared for material testing. Each cylinder had a 2-inch 
diameter and 3-inch height (Figure 2.15).  

 
Figure 2.14 Broken 230-kV insulator cut by a diamond blade 

Source: this report 

 

  
(a) Bird view (b) Front view (c) Top view 

Figure 2.15 Porcelain cylinders used for the mechanical tests 

Source: this report 
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The tested 230-kV failed in both the upper and lower sections at various locations when pulled 
until failure (refer to Figure 2.7), however two other modes of failure were reported in a 
previous study (Takhirov et al., 2009). In contrast to the two-section insulator post assembly 
tested in this study, the previous study tested only a single 230-kV porcelain insulator sections. 
The results for such tests are included in the last section of this chapter in the porcelain 
insulators database. The two different modes of failure observed in these tests, schematically 
illustrated in Figure 2.16, showed that the single insulator sections typically break at around the 
porcelain-metal contact area. Thus, the accurate modeling of this area is crucial in the FE 
simulations. In addition to the material specimens prepared from the broken insulator, a 
vertical cut along the broken insulator’s centerline was prepared and shown in Figure 2.17 to 
explore the contact zones for better modeling. The cut provided extremely valuable information 
about geometry of the cap-grout-porcelain interface which was not feasible to assess by other 
means. 

  

Failure Mode 1 Failure Mode 2 

Figure 2.16 The two different modes of failure reported in previous single-section 230-kV porcelain 
insulators tests  

 Source: Takhirov et al., 2009 

 

 

Figure 2.17 Vertical cut along the broken 230-kV insulator’s centerline of the porcelain core and metallic 
cap contact area 

Source: this report 

2.5.2 Material Density 
Each of the prepared specimens was weighed and then from its cylindrical geometry, the 
volume was determined. The material density was thus estimated for each specimen, and all 
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results are summarized in Table 2-4. The mean value of these data is used in the FE modeling 
and simulations. 

Table 2-4 Mass density of porcelain 

Weight 
[lb] 

Diameter 
[in.] 

Height 
[in.] 

Volume 
[in3] 

Weight per unit volume 

lb/in3 kips/in3 kips/in3/g 

1.09 2 3.500 10.990 0.0992 9.9181×10-5 2.5788×10-7 

1.09 2 3.625 11.383 0.0958 9.5761×10-5 2.4899×10-7 

1.04 2 3.375 10.598 0.0981 9.8136×10-5 2.5517×10-7 

0.98 2 3.125 9.813 0.0999 9.9873×10-5 2.5968×10-7 

1.03 2 3.313 10.401 0.0990 9.9027×10-5 2.5748×10-7 

 

Mean 0.0984 9.8396×10-5 2.5584×10-7 

Standard Deviation 0.0016 1.5973×10-6 4.1530×10-9 

Source: this report 

 

2.5.3 Compression Tests 
To determine Young’s modulus, Poisson’s ratio and compressive strength, three of the 
specimens were tested in vertical compression with four strain gauges installed at mid height of 
each cylinder. Two strain gauges were placed parallel to the load application direction in order 
to determine  Young’s modulus as shown in Figure 2.18(a), while the other two strain gauges 
were orthogonal to the load for determining Poisson’s ratio as shown in Figure 2.18(b). For the 
compression test, loading was intended to continue until the failure of the specimen to 
determine the compressive strength of the material. Figure 2.19 shows the compression test 
setup and the used compression machine. 

(a) (b) 
Figure 2.18 Strain gauges for (a) Young’s modulus (b) Poisson’s ratio 

Source: this report 
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Figure 2.19 Porcelain specimens compressive test setup and compression machine 

Source: this report 

2.5.4 Tension Tests 
To determine the tensile strength, a “Brazilian split tension test” was adopted. This test is 
known as an effective tool to measure the tensile strength of brittle materials. The test consists 
of two symmetric line loads applied along the X-axis of the specimen length B (along the Z-
direction). A schematic drawing that shows the mechanics of the Brazilian test is shown in 
Figure 2.20. In the plane, y = 0, ( )RBFyy πσ =  is constant except at x = ±R where the stress 
σ tends to infinity which explains the easy development of splitting crack. Figure 2.21 shows 
the setup that was used for the tests. No strains were measured in this case, as it was only 
desired to observe the failure load and use this load to evaluate the tensile strength. 

 

Figure 2.20 Principle and mechanics of the Brazilian split tension test 

Source: this report 
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Figure 2.21 The Brazilian split tension test setup 

Source: this report 

2.5.5 Compression and Tension Test Results 
Figure 2.22 shows the three stress-strain relationships obtained from the compression tests. The 
overall behavior of the porcelain was linear at the beginning of the load until the first crack took 
place. The crack initiation, which was reflected by the observed kink in the stress-strain 
relationship, was accompanied by loud noise noticed during the experiments, and shortly after, 
the specimen failed explosively. 

 

Figure 2.22 Stress-strain relationships for the three porcelain specimens tested in compression 

Source: this report 
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The measured strains were used for computing Young’s modulus and Poisson’s ratio. The 
Young’s modulus was sought to be the secant modulus at strain of 0.0012 before any kinks or 
crack initiation took place in any of the three specimens as interpreted from the stress-strain 
relationships shown in Figure 2.22. The computed values of the Young’s modulus and Poisson’s 
ratio are presented in Table 2-5. 

As observed from the propagation of failure in one of the compression tests in Figure 2.23, the 
material was very brittle. The porcelain cylinder was crushed into small pieces and dust very 
rapidly. After testing two of the cylinders until failure, loading for the third specimen was 
stopped right after the first cracking (reflected by the first kink in the stress-strain relationship). 
A few seconds later the specimen exploded in a brittle failure mode. One explanation is maybe 
that after the formation of the first crack, the porcelain was “unstable” and underwent a 
phenomenon of dynamic crack propagation causing an overall instability. Therefore, the 
formation of the first crack was considered to be corresponding to the compressive strength of 
the porcelain to be used in the nonlinear material model for the porcelain in the nonlinear FE 
analysis. The interpreted compressive strength values are listed in Table 2-5. 

   

Figure 2.23 Propagation of damage from the compression tests 

Source: this report 

The tensile strength was evaluated using the Brazilian split tension test and a summary of the 
computed values corresponding to these Brazilian tests is shown in Table 2-5. This table also 
summarizes the results of other mechanical properties as previously mentioned. A mean value 
is computed for each property and presented in the same table. The different values for a 
material property and its mean value are essential in developing the nonlinear FE models and 
conducting a parametric study to evaluate sensitivity of the FE solution to these properties. 

Table 2-5 Summary of porcelain mechanical properties determined from material tests 

Specimen 1 2 3 Mean 
Young’s modulus [ksi] 15227.1 13831.4 16257.5 15105.3 

Poisson’s ratio: yx εεν −=  - 0.204 - 0.204 
Tensile strength [ksi] 10.05 5.89 7.12 7.69 

Compressive strength [ksi] 20.54 27.48 35.33 27.78 
           Source: this report 
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2.6 Static Tests for 550-kV Porcelain Insulators 

Although the main focus in the study was directed to the 230-kV disconnect switches and its 
insulator posts either in the developed hybrid simulation dynamic testing or the FE analyses, an 
independent part of the study focused on the 550-kV switches. Substructured dynamic tests of 
the 550-kv insulator posts and switch were conducted on the PEER shaking table to study the 
effect of the support structure rotations as discussed in Chapter 3.  For these tests, calibration 
and fragility tests for the 550-kV insulator posts were also needed to determine their physical 
properties. 

The same static tests conducted for the 230-kV insulator post were conducted for nine 550-kV 
porcelain insulator posts. Nine 550-kV posts were tested since a 550-kV disconnect switch may 
use a rotating post that is different from the jaw and rigid posts as identified in Figure 2.24. 
Each insulator post is assembled from bottom, middle and upper sections. Three posts were 
tested from each type.  

 

Figure 2.24 Different types of insulator posts used in 550-kV vertical-break disconnect switch 

Source: Takhirov et al., 2004 

Typically, the jaw and rigid posts would be the same model post which differs from the rotating 
post.  In other words, the rotating post has lower strength and stiffness than other two. This fact 
is confirmed from the test results discussed in this section. 

A set of static cyclic-loading calibration tests was carried out for all the available insulator posts 
before any dynamic testing to determine the insulators lateral stiffness. Lower levels of loading 
were sought for the calibration tests in order not to break the insulators since the same 
insulators were used subsequently in two sets of dynamic. The full 550-kV switch was first 
assembled for a shaking table seismic qualification test in 2010. Then the switch without 
support structure was assembled again for the substructured dynamic tests conducted as a part 
of this study and presented in the next chapter. 
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After the substructured 550-kV dynamic tests were completed, only the three rotating posts 
were tested again. The second set of testing included hammer impact tests and fragility tests to 
determine the failure load, displacement and porcelain strain. These tests were conducted both 
before and after the dynamic shaking table test. 

2.6.1 Test Setup 
All the 550-kV insulator posts tests were tested at RFS testing facilities, UC Berkeley. However, 
due to the size limitations, the reaction frame used for the 230-kV post was not used for the 550-
kV posts. The 550-kV posts were instead attached directly to the laboratory rigid floor through a 
steel base plate which was not rigid enough relative to the post size to provide full fixation at 
the insulator base. Consequently, it was not possible to avoid the rotations resulting from the 
high overturning moments at the insulator base. For this reason, two vertical position 
transducers were attached to the base plate to estimate the experienced rotations to allow for 
adjustments of the top displacements accordingly. The actuator used to apply the load at the 
insulator tip during the calibration cyclic-loading and fragility tests was mounted against the 
reaction wall at the laboratory. The test setup is shown in Figure 2.25, while the vertical position 
transducers added at the insulator base for rotations estimates are shown in Figure 2.26. 

 

Figure 2.25 Test setup used for 550-kV porcelain insulator calibration and fragility tests 

Source: this report 
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Figure 2.26 Two vertical position transducers mounted to 550-kV insulator base plate to estimate the 
rotations at the insulator base 

Source: this report 

2.6.2 Cyclic-loading Calibration Tests 
The three different insulator posts used in the tested 550-kV disconnect switch were first 
calibrated by conducting cyclic-loading tests to determine each insulator post’s lateral stiffness. 
Less stiffness is expected for the rotating insulator post since it is designed this way. Two types 
of tests were conducted; ramp pull and cyclic tests. In a ramp pull test, the insulator post was 
loaded and then unloaded without reversing the load direction or applying full cycle of loading 
as in the cyclic tests. A summary of the conducted calibration tests for the different insulator 
types is shown in Table 2-6. 

For each test run, the force-displacement relationship was plotted, as typically shown in Figure 
2.27 for one of the jaw-post tests, and the lateral stiffness was estimated using the secant tangent 
at the last point in the positive and negative cycles. Moreover, a best fitting curve was sought 
and the insulator stiffness represented by its slope was determined as well. The force and 
displacement amplitudes in the positive and negative cycles, the secant stiffness computed at 
each amplitude, and the stiffness determined from best fitting curve are all summarized for 
each run in Table 2-7. The average of the three different values computed for the stiffness at 
each test run is also shown in the same table. The results confirmed that the rotating posts 
lateral stiffness is less than jaw and rigid ones as expected. 
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Table 2-6 List of conducted 550-kV porcelain posts calibration tests 

Run # Type of 
Insulator Test Type # of cycles 

Run007 

Jaw post 

Pull to 0.92kip n/a 
Run014 Pull to 2kip n/a 
Run015 Cyclic to 2kip 1 
Run016 Cyclic to 2kip 1 
Run023 Cyclic to 2kip 2 
Run083 Cyclic to 2kip 2 
Run090 Cyclic to 2kip 2 
Run044 

Rotating 
Post 

Pull to 1.45kip n/a 
Run045 Cyclic to 1.45kip 2 
Run052 Cyclic to 1.45kip 2 
Run053 Cyclic to 1.45kip 2 
Run054 Cyclic to 1.45kip 2 
Run030 

Rigid 
Post 

Cyclic to 2kip 2 
Run037 Cyclic to 2kip 2 
Run062 Pull to 2kip n/a 
Run063 Cyclic to 2kip 2 
Run070 Cyclic to 2kip 2 

Source: this report 
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Figure 2.27 Typical force-displacement relationship for a jaw 550-kV porcealin insulator post during one 

of the cyclic-laoding tests (Run016) 

Source: this report 
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Table 2-7 Summary of 550-kV porcelain insulators calibration tests results 

Run # 
Ty

pe
 

Positive 
Amplitudes 

Negative 
Amplitudes 

Secant Stiffness 
[kips/in.] Best 

Fitting 
Stiffness 
[kips/in] 

Average 
Stiffness 
[kips/in] Force 

[kips] 
Disp. 
[inch] 

Force 
[kips] 

Disp. 
[inch] 

From 
Positive 

Amplitude 

From 
Positive 

Amplitude 
Run007 

Ja
w

 P
os

t 

-- -- -0.92 -0.822 -- 1.123 1.066 1.09 
Run014 -- -- -2.00 -2.006 -- 0.994 1.008 1.00 
Run015 1.95 2.001 -2.10 -1.995 0.977 1.052 0.977 1.00 
Run016 1.97 1.997 -2.05 -1.997 0.987 1.027 0.959 0.99 
Run023 2.05 2.00 -2.01 -1.996 1.027 1.007 0.970 1.00 
Run083 1.98 1.794 -1.90 -1.741 1.104 1.089 1.089 1.09 
Run090 1.90 1.771 -1.88 -1.765 1.074 1.063 1.047 1.06 
Run044 

Ro
ta

tin
g 

Po
st

 -- -- -1.49 -1.970 -- 0.757 0.767 0.76 
Run045 1.40 1.970 -1.54 -1.966 0.711 0.782 0.712 0.73 
Run052 1.47 1.972 -1.47 -1.963 0.745 0.750 0.749 0.74 
Run053 1.43 1.974 -1.42 -1.962 0.725 0.723 0.710 0.71 
Run054 1.43 1.973 -1.42 -1963 0.724 0.723 0.714 0.72 
Run030 

Ri
gi

d 
Po

st
 2.05 1.999 -1.99 -1.997 1.027 0.997 0.962 0.99 

Run037 1.83 1.998 -2.03 -1.998 0.915 1.018 0.971 0.97 
Run062 1.99 1.771 -- -- 1.122 -- 1.153 1.14 
Run063 2.07 1.768 -1.86 -1.768 1.173 1.053 1.095 1.11 
Run070 2.00 1.769 -1.96 -1.766 1.134 1.108 1.113 1.12 

Source: this report 

 

2.6.3 Hammer Impact Tests 
The same hammer impact test procedures previously adopted for the 230-kV insulator 
frequency determination were repeated again for the 550-kV insulators to determine the single 
insulator natural frequency for any future needs. The impact was applied in two orthogonal 
directions X and Y representing the direction where cyclic loads were applied, and the direction 
perpendicular to it, respectively. Only the rotating posts were tested in both the hammer impact 
tests and the fragility pull testing down after the substructured dynamic tests.  

Typical acceleration records from the hammer impact testing and their corresponding FFT 
representation are shown in Figure 2.28 and Figure 2.29, respectively. The several test runs and 
determined natural frequency in the X and Y directions are summarized in Table 2-8. The 
obtained frequencies were not very consistent in the X and Y directions because the vibration 
properties are very sensitive to the flexibility at the insulator base. However, the natural 
frequency of a 550-kV insulator post is always less than a 230-kV post [16 Hz versus 19 Hz] 
because the 550-kV posts are typically taller and more flexible than the 230-kV ones. 
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      (b) 

Figure 2.28 Typical acceleration records from 550-kV insulator hammer impact in (a) X (b) Y directions 

Source: this report 
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Figure 2.29 Typical FFT of 550-kV insulator acceleration records with fundamental frequencies identified 
in (a) X (b) Y directions 

Source: this report 
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Table 2-8 Summary of 550-kV rotating posts hammer impact tests and determined frequency in X 
and Y directions 

Run# Specimen Impact 
Direction 

Frequency in X 
[Hz] 

Frequency in Y 
[Hz] 

Run101 
Rotating 

post 1 

x 12.45 13.04 
Run102 x 13.04 13.28 
Run103 x 12.7 12.94 
Run105 

Rotating 
Post 2 

x 16.85 16.75 
Run106 x 16.80 16.8 
Run107 x 16.70 16.65 
Run109 y 16.60 16.36 
Run110 y 16.46 16.21 
Run112 

Rotating 
Post 3 

x 13.92 16.21 
Run113 x 13.87 16.31 
Run114 x 13.13 16.31 
Run116 y 14.60 16.21 
Run117 y 14.79 16.11 

Source: this report 

 

2.6.4 Fragility Pull Tests 
The final test conducted on the 550-kV porcelain insulator posts was the fragility pull test where 
the insulator was pulled until failure to determine the values of the load, displacement and 
porcelain strain at failure. The mode of failure was observed as well. Three rotating posts were 
tested and pulled until failure. Figure 2.30 shows the force-displacement relationship for one of 
the tested posts. The maximum force and displacement values at failure are also shown.  

The force-strain relationship was plotted for the conducted fragility tests as shown in Figure 
2.31 for one test. Due to the brittle nature of porcelain, the force-strain relationship is perfectly 
linear until failure suddenly occurs. The strain was measured in porcelain at both the tension 
and compression sides at the insulator bottom where maximum strains were expected. Similar 
values of strain were recorded at the compression and tension sides when failure occurred as 
noticed from Figure 2.31.   

The brittle mode failure is obvious in Figure 2.32 where the insulator post exploded suddenly. 
Failure started at one of the post sections and shock wave propagated to cause damage in all 
three sections. Thus, it is not appropriate to assume that the failure occurs only at the base near 
the metallic cap connection as observed in the previous single section insulator test (Takhirov et 
al., 2009).  

The observed failure load, displacement and strain values for each of the three tested rotating 
posts are summarized in Source: this report 

. The secant stiffness at the failure point, the best fitting stiffness, and the average of both are 
determined also for each post and shown in the same table. 
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Figure 2.30 Force-displacement relationship until failure for one of the tested 550-kV rotating posts. The 
failure load and displacement values are indicated. 

Source: this report 
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Figure 2.31 Force-strain relationship until failure for one of the tested 550-kV rotating posts 

Source: this report 

Table 2-9 Summary of 550-kV rotating posts fragility tests 

Run# Specimen 
Failure 

load 
[kips] 

Failure 
Disp. 
[in.] 

Failure 
Strain 

[µstrain] 

Secant 
Stiffness  
[kips/in] 

Best fitting 
Stiffness 
[kips/in] 

Average 
Stiffness 
[kips/in] 

Run104 Rotating 
post 1 3.07 4.83 2390 0.636 0.613 0.625 

Run111 Rotating 
Post 2 3.28 4.96 2850 0.661 0.655 0.658 

Run118 Rotating 
Post 3 2.9 4.53 2100 0.640 0.658 0.649 

Source: this report 
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Figure 2.32 Different views for 550-kV porcelain insulator brittle failure. The damage occurred in all three 
sections and not only in the lower section near the base. 

Source: this report 

2.7 Porcelain Tests Database 

The last part of this chapter presented here is concerned with collecting the results obtained 
from all the static tests discussed in the previous sections and summarizing. That is to establish 
a database for all the porcelain insulators tested at UC Berkeley. Ideally, the database can be 
populated later with any other tests conducted anywhere else inside or even outside the United 
States.    

Besides the 230-kV and 550-kV cyclic-loading calibration and fragility pull tests conducted here, 
the results from two previous studies are included in the database presented in Table 2-10 for 
completeness. Results of the static tests conducted by Takhirov et al. (2004) at UC Berkeley as a 
part of a larger study on seismic qualification and fragility testing of line break 550-kV 
disconnect switches and, the results from Takhirov et al. (2009 focusing on determining the 
breaking strength of porcelain insulator sections subjected to cyclic loading are included. The 
latter is the same study mentioned in a previous section where two important modes of failure 
at porcelain core-metallic cap connection were introduced (refer to Figure 2.16 in Section 2.5). 

As previously mentioned in the brief literature survey presented in Chapter 1 (Gilani et al., 1998 
and 1999), many other studies that related to disconnect switches and transformer bushings 
were also conducted at UC Berkeley in the last decade. However, these studies either focused 
on the global performance and qualification of the whole switch, or related to components other 
than the insulator posts such as bushings.  

The main purpose of the brief database presented here is to serve as a corner stone for a more 
universal database that could be extended in the future to include not only insulators, but other 
disconnect switches as well. Moreover the database should not be limited only to the tests 
conducted at UC Berkeley, but tests at other laboratories could also be included through more 
future collaborative projects.    
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Table 2-10 A database for porcelain insulator posts tested at UC Berkeley 

Test # Year Equipment Sections 
per post 

Test 
Type 

Stiffness 
[kips/in] 

Failure 
load 

[kips] 

Failure 
Disp. 
[in.] 

Failure 
Strain 

[µstrain] 
Mode of Failure 

30401103237 2003 550-kV rigid post 3 cyclic 0.91     
30401112117 2003 550-kV rigid post 3 cyclic 0.94     
30331121137 2003 550-kV rotating post 3 cyclic 0.89     
30331114650 2003 550-kV rotating post 3 cyclic 0.97     
30401140151 2003 550-kV jaw post 3 cyclic 0.98     
30331114650 2003 550-kV Jaw post 3 cyclic 0.93     
30528131501 2003 550-kV rigid post 3 fragility 0.82 4.14  1130 failure started at 

bottom of top 
section 

30527152716 2003 550-kV rotating post 3 fragility 0.83 3.96  1103 
30528152311 2003 550-kV jaw post 3 fragility 0.85 4.31  1145 
230upper1 2007 230-kV insulator post 1 fragility  2.195   Mode 1* 
230upper2 2007 230-kV insulator post 1 fragility  1.884   Mode 1* 
230upper3 2007 230-kV insulator post 1 fragility  2.932   Mode 2* 
230upper4 2007 230-kV insulator post 1 fragility  2.343   Mode 1* 
230upper5 2007 230-kV insulator post 1 fragility  2.807   Mode 1* 
230lower1 2007 230-kV insulator post 1 fragility  5.687   Mode 2* 

Run016 2009 230-kV insulator post 2 cyclic 1.87     
Run017 2009 230-kV insulator post 2 cyclic 1.91     
Run018 2009 230-kV insulator post 2 cyclic 1.61     
Run019 2009 230-kV insulator post 2 cyclic 1.61     
Run020 2009 230-kV insulator post 2 cyclic 1.52     
Run021 2009 230-kV insulator post 2 fragility 1.4 2.23 1.596 1130 various locations 

at all two sections 
* Refer to Figure 2.16 in this chapter for Mode 1 and 2 of failure as defined by Takhirov et al. (2009) 
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Table 2-10 (Continued) A database for porcelain insulator posts tested at UC Berkeley 

Test # Year Equipment Sections 
per post 

Test 
Type 

Stiffness 
[kips/in] 

Failure 
load[kips] 

Failure 
Disp.[in.] 

Failure 
Strain 

[µstrain] 
Mode of Failure 

Run007 2010 550-kV jaw post 3 cyclic 1.09     
Run014 2010 550-kV jaw post 3 cyclic 1.00     
Run015 2010 550-kV jaw post 3 cyclic 1.00     
Run016 2010 550-kV jaw post 3 cyclic 0.99     
Run023 2010 550-kV jaw post 3 cyclic 1.00     
Run083 2010 550-kV jaw post 3 cyclic 1.09     
Run090 2010 550-kV jaw post 3 cyclic 1.06     
Run044 2010 550-kV rotating post 3 cyclic 0.76     
Run045 2010 550-kV rotating post 3 cyclic 0.73     
Run052 2010 550-kV rotating post 3 cyclic 0.74     
Run053 2010 550-kV rotating post 3 cyclic 0.71     
Run054 2010 550-kV rotating post 3 cyclic 0.72     
Run030 2010 550-kV rigid post 3 cyclic 0.99     
Run037 2010 550-kV rigid post 3 cyclic 0.97     
Run062 2010 550-kV rigid post 3 cyclic 1.14     
Run063 2010 550-kV rigid post 3 cyclic 1.11     
Run070 2010 550-kV rigid post 3 cyclic 1.12     
Run104 2011 550-kV rotating post 3 fragility 0.63 3.07 4.83 2390 various locations 

at all three 
sections 

Run111 2011 550-kV rotating post 3 fragility 0.66 3.28 4.96 2850 

Run118 2011 550-kV rotating post 3 fragility 0.65 2.9 4.53 2100 
Source: this report 
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3 Substructured Dynamic Tests: 550-kV Switches 
3.1 General 

The ultimate goal of this study is to develop a reliable Hybrid Simulation System (HSS) for 
testing disconnect switches where only a part of the switch is tested physically and the rest of 
the switch is represented through a computational model. This goal can be achieved in two 
stages, where the first stage is the verification of the concept of substructuring in the particular 
case of vertical-break disconnect switches and the second stage consists of the development of a 
HSS for testing the physical substructure (single insulator post) in real time. Verification of the 
substructuring concept is validated through the experimental framework involving shaking 
table testing. The disconnect switch (substructure) is tested and the HSS test results were 
compared to the full switch test as discussed in more details in Chapters 3 and 4.  

Two different disconnect switches are considered in this part of the study. The first, covered in 
this chapter, is a 550-kV vertical break disconnect switch that typically comprises single pole of 
the switch setting on a planar (two-dimensional) support structure. The second, covered in 
Chapter 4, is a 230-kV vertical-break disconnect switch which typically consists of three 
insulator poles mounted on a three-dimensional support structure. Although the first stage, 
substructured dynamic tests, involves two types of switches, only the 230-kV switch is feasible 
for the second stage of testing that focuses on HS testing due to shaking table size limitations. 
Thus, the HSS will focus only on testing a single insulator post of the 230-kV switch on the small 
shaking table at the Structures Laboratory of UC Berkeley. 

The substructure tested in the 550-kV case comprises three insulator posts with all the switch 
gates and live parts without the switch supporting columns. In contrast, only a single insulator 
post (with few live parts attached to it) is tested in case of the 230-kV switch. For every test, the 
signal given to the shaking table is an offline signal generated from the full switch version of the 
test. For instance, the accelerations recorded on top of the support structure of the 550-kV 
switch tested on PEER shaking table in 2010 were used to generate the input signals for the 
insulator pole substructure test. The same procedure was followed in the 230-kV insulator test. 
More details are discussed in the following sections. 

Due to the different nature of the support structures in the 230-kV and 550-kV switches, out-of-
plane rotations of the support structure are expected to be more significant in the planar 
support structure used in the 550-kV switches. Accordingly, the main objective of the 550-kV 
substructured dynamic tests was to evaluate and quantify the contribution of the support 
structure rotations to the response of the switch and porcelain insulators’ straining actions.  

Before getting to the detailed discussion of the rotations effect in 550-kV switches, a practical 
consideration during switches field installation is briefly assessed in the first section of this 
chapter. That is, the use of grout packing in the support structure supports at the foundation 
level. The stiffness of the support structure column in the 550-kV switches was evaluated for the 
two cases; with and without grout packing as discussed in the next section. 
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3.2 Grout Packing Effect on 550-kV Support Structure Stiffness 

3.2.1 General 
There are two different configurations for disconnect switches field installation that are related 
to the support structure connection to the foundation. Typically, the support structure steel 
columns are connected to the base plate through leveling bolts. Such connection can be dry with 
no filling in the space between the column base and foundation base plate or the space maybe 
fully packed with grout. 

A question that arises is whether the grout packing affects the columns, and in turns the switch 
support structure, stiffness or not. The stiffness of the 550-kV support structure steel tapered 
columns were determined for the two cases; with and without grout packing to answer the 
above question. The brief experimental study conducted for that purpose is discussed in this 
section.  

3.2.2 Test Setup 
The two columns of the 550-kV switch support structure were mounted solely on the PEER 
shaking table to determine its stiffness with and without grout packing before the full switch 
was assembled for an independent seismic qualification test. Although the test was not part of 
the study, its results were used in generating the substructured tests signals.  

The main components of a full 550-kV switch mounted on a shaking table platform are shown 
in Figure 3.1. Only the supporting columns, leveling rods and foundations were considered for 
this part of study.  In both configurations, with and without packing, the two columns were 
attached together at the top with a cable, and then pulled towards each other, as shown in the 
test setup in Figure 3.2. The pulling load was measured using a load cell, and column 
displacements were tracked to determine the force-displacement relationship, and 
consequently, determine the stiffness. The strains were measured also at the columns’ bottom 
and the force-strain relationship was investigated as well.  
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Figure 3.1 Main componenets of 550-kV vertical-break disconnect switch mounted on shaking table 
platform 

Source: Takhirov et al., 2004 

 

 

Figure 3.2 The two 550-kV switch support columns pulled towards each other to determine its stiffness 
with and without grout packing at the base. The picture shows the test setup for the fully packed 

configuration. 

Source: this report 
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The two configurations for the column base connection without and with the packing can be 
seen in Figure 3.3(a) and (b), respectively. Figure 3.4 shows a portion of fresh grout used to pack 
the space in the middle of the process before it is fully packed. T This space, filled or unfilled 
with grout, is created as a result of using leveling rods for the column-to-foundation connection. 
These leveling rods are clearly seen in Figure 3.3(a) before the space was packed. 
 

(a) (b) 

Figure 3.3 The 550-kV switch support column base connected to the foundation base plate in two 
configurations: (a) without and (b) with grout packing 

Source: this report 

 

Figure 3.4 A portion of fresh grout paste used in filling the column base-to-foundation leveling space 
before it is fully packed 

Source: this report 

3.2.3 Test Results 
The test described above was repeated twice before and twice after the grout packing. The 
force-displacement relationship was plotted for the two columns, North and South as defined in 
Figure 3.2, and the stiffness was computed from the relationship slope. The two columns are 
identical, and thus a typical force-displacement relationship for only one of the columns is 
shown in Figure 3.5 for the two tests before and after grouting. The figure suggests that there is 
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almost no difference in the column force-displacement relationship and, in turn, the lateral 
stiffness due to the grout packing. The same conclusion can be drawn from the computed 
stiffness values shown in Table 3-1 before and after grouting. The results show less than 1% 
change in the stiffness due to the grout packing, which is insignificant in affecting the structural 
behavior of the switch support structure. 

Moreover, three sets of opposite strain gauges were installed at the bottom of each column to 
measure the longitudinal, transverse and shear stains. The force-strain relationship is plotted for 
each strain type for each of the two columns before and after grouting. The force-strain 
relationships are shown in Figure 3.6 and Figure 3.7 for the North and South columns, 
respectively.  The plots confirm the conclusion that grout packing does not affect the structural 
properties and behavior of 550-kV switch support structure. 
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Figure 3.5 Typical force-displacement relationship for 550-kV switch support column before and after 
grouting 

Source: this report 

Table 3-1  Stiffness of 550-kV switch support columns before and after base grouting 

Run# Stiffness [kips/in] Remarks 
20091104_123401 5.583 Before grouting 
20091104_123637 5.615 Before grouting 

-- Mean = 5.60 -- 
20100121_154942 5.646 After grouting 
20100121_155226 5.653 After grouting 

-- Mean = 5.65 -- 
                 Source: this report 

It is useful to compare the stiffness values determined in this part of the study for the 
supporting columns, which were attached at the base using ordinary leveling rods without 
applying any prestressing for anchoring the rods, against an estimate of the cantilever column 
stiffness with full fixation at the base. This latter estimate is determined analytically as follows: 
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where Kf is stiffness of column with full fixation at base, E is the steel Young’s modulus (ksi), I is 
the equivalent inertia of the tapered column (in4) and h is the height of column (in). It is noted 
that the stiffness of the column determined experimentally (Table 3-1), either with or without 
grout packing at the base, is about 62% of the analytical stiffness with full fixation at the base. 
 

 

Figure 3.6 Force-strain relationship for the 550-kV switch North column for three different strain types 
(longitudinal, shear and transverse) before and after base grouting 

Source: this report 
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Figure 3.7 Force-strain relationship for the 550-kV switch South column for three different strain types 
(longitudinal, shear and transverse) before and after base grouting 

Source: this report 
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3.3 Test Procedure for 550-kV Switch 

After the grout packing effect was evaluated, the first set of the 550-kV substructured dynamic 
tests were conducted to evaluate the effect of support structure rotations. The 550-kV 
substructure was tested on the shaking table at PEER. These tests focused only on the insulators 
and not the whole disconnect switch. Hence, a second purpose of these tests aimed to 
demonstrate and validate the concept of substructuring that serves as the foundation of the 
HSS. 

3.3.1 Input Signals 
In these tests, the support structure used in the 550-kV disconnect switch has been removed, 
and the insulator pole was mounted directly on the shaking table as shown in Figure 3.8 (b). 
The input signals to the shaking table were generated from previous tests that were conducted 
in 2010 for the whole switch, Figure 3.8(a), on the PEER six-degrees-of-freedom earthquake 
simulator. The accelerations, displacements and rotations measured on top of the support 
structure were used to generate the input signals for the new tests as shown in Figure 3.9. The 
two main components of the signal, where they were recorded and applied, are also shown.  

 

(a) (b) 
Figure 3.8 (a) Original 550-kV switch test with support structure at PEER (2010)  

(b) New 550-kV insulator-phase test without support structure at PEER 

Source: this report 
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Figure 3.9 Designation of signals used for the tests without support structure based on measurements 
from the original tests with support structure 

Source: this report 

 
3.3.2 Conducted Tests 
The full switch tests conducted in 2010 were part of a seismic qualification tests required by 
IEEE 693. To qualify, several shaking table tests are required with different configurations and 
scales (shaking intensities). The same conditions of testing were replicated for the substructure 
tests without support structure. The different configurations of the switch are identified 
according to the state of the switch blades (gates). There are two blades in a the tested 550-kV 
vertical-break switch model: a ground blade attached to the jaw-side insulator, and a top blade 
that is attached to the hinged and rotating insulators from one side and has its free end at the 
jaw-side insulator. The top and ground blades operating mechanisms are shown in Figure 3.10. 
Three configurations are possible according to the switch operation status:  

1) Both top and ground blades are opened (not attached to jaw-side insulator). This 
configuration is referred to as Open-Open (OO); 

2) The top blade is opened while the ground blade is closed. This configuration is referred to 
as Open-Close (OC); and 

3) The top blade is closed while the ground blade is opened. This configuration is referred to 
as Close-Open (CO). 
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Figure 3.10 Mechanism of operating the 550-kV vertical-break switch top (left) and ground (right) blades 

Source: this report 

 
Not only were different configurations tested, but also different signal components were 
applied. Since each column of the planar frame used as a support structure in the 550-kV switch 
can be represented at the top ends connected to the porcelain posts by a 6 Degrees-Of-Freedom 
(DOF) joint, it is possible to generate a six-component signal at the North and South joints 
(based on frame orientation on the table). Although the 6 components are either directly 
measured or deduced from the full switch tests and the PEER shaking table can accommodate a 
6 DOF signal, only 4 components are of interest. These are the 3 translational components and 
one rotational component around the X-(North-South) axis. Only one rotation component is 
considered because the frame is flexible only in the out-of-plane direction and rigid in-plane. 
Thus rotations in-plane or around Y (East-West) axis are not of interest. If the North joint 
response is different from the South joint response, the signal components from both joints are 
used in testing. These resulted in 6 combinations for each scale and for each configuration:  

1- Three translational components (3D) measured at the North joint; 

2- Three translational components (3D) measured at the South joint; 

3- Single translational component in-plane (X only): Due to frame rigidity in-plane, the 
records at North and South joints are similar, and only one is used; 

4- Single translational component out-of-plane (Y only) measured at North joint; 

5- Single translational component out-of-plane (Y only) measured at South joint; 

6- Single out-of-plane translational + rotational component about X (i.e. Y + Roll) measured 
at North joint (refer to Figure 3.9).  
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The input signal for the case shown in Figure 3.9 and consisting of a Y translational and Roll 
rotational components is presented here as an example of the generated signals. Figure 3.11 
shows a typical translational component that has been generated from a previous 50% scale 
(refer to Table 3-2) test, while Figure 3.12 shows the corresponding rotational signal applied in 
the form of vertical displacements at the two opposite actuators with same values but opposite 
signs. 
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Figure 3.11 Typical Y translation component signal used for insulator pole tests 

Source: this report 
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Figure 3.12 Typical Roll rotation component signal (as a vertical displacement) used for the insulator pole 
tests 

Source: this report 

 

The tests were conducted at 25% and 50% scale for OO and OC configurations, while 25%, 50% 
and 75% scale were used for the CO configuration. That is because in the open top blade 
configuration (OO or OC), the insulator pole experienced higher deformations. This led to 
minor failures in the substructure during the 50% scale tests which made the 75% not possible 
for such configurations. All the different cases mentioned above are summarized in the test 
matrix of Table 3-2. 
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Table 3-2 Summary of conducted 550-kV disconnect switch tests without support structure  

Test # Run Name Input Components Configuration Scale [%] 
1 20110425 173839 3D (Measured North) OO 25 
2 20110425 174113 X (Measured North) OO 25 
3 20110425 174854 3D (Measured South) OO 25 
4 20110425 175954 Y (Measured North) OO 25 
5 20110425 180333 Y+Roll (Measured North) OO 25 
6 20110425 180628 Y (Measured South) OO 25 
7 20110425 185539 3D (Measured North) OO 50 
8 20110425 185835 X (Measured North) OO 50 
9 20110425 190053 3D (Measured South) OO 50 
10 20110425 192410 Y (Measured North) OO 50 
11 20110425 192722 Y+Roll (Measured North) OO 50 
12 20110425 193030 Y (Measured South) OO 50 
13 20110425 211039 3D (Measured North) CO 25 
14 20110425 211249 X (Measured North) CO 25 
15 20110425 211528 3D (Measured South) CO 25 
16 20110425 213143 Y (Measured North) CO 25 
17 20110425 213443 Y+Roll (Measured North) CO 25 
18 20110425 213731 Y (Measured South) CO 25 
19 20110425 213939 Y (Measured North) CO 50 
20 20110425 214236 Y+Roll (Measured North) CO 50 
21 20110425 214554 Y (Measured South) CO 50 
22 20110425 215801 3D (Measured North) CO 50 
23 20110425 220028 X (Measured North) CO 50 
24 20110425 220314 3D (Measured South) CO 50 
25 20110426 080225 3D (Measured North) CO 75 
26 20110426 080505 X (Measured North) CO 75 
27 20110426 080804 3D (Measured South) CO 75 
28 20110426 085042 Y (Measured North) CO 75 
29 20110426 091323 Y+Roll (Measured North) CO 75 
30 20110426 091636 Y (Measured South) CO 75 
31 20110426 112728 3D (Measured North) OC 25 
32 20110426 112906 X (Measured North) OC 25 
33 20110426 113152 3D (Measured South) OC 25 
34 20110426 115242 Y (Measured North) OC 25 
35 20110426 115514 Y+Roll (Measured North) OC 25 
36 20110426 115718 Y (Measured South) OC 25 
37 20110426 120224 Y (Measured North) OC 50 
38 20110426 120437 Y+Roll (Measured North) OC 50 
39 20110426 120741 Y (Measured South) OC 50 
40 20110426 121529 3D (Measured North) OC 50 
41 20110426 125456 Y (Measured North) - repeat OC 50 
42 20110426 125751 Y+Roll (Measured North) - repeat OC 50 
43 20110426 130218 Y (Measured South) - repeat OC 50 
44 20110426 131713 3D (Measured North) - repeat OC 50 
45 20110426 131939 X (Measured North) OC 50 
46 20110426 132234 3D (Measured South) OC 50 

Source: this report 
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3.3.3 Instrumentation 
Different types of instrumentation were used for the 550 kV substructuring shaking table tests. 
These instruments included: 

Accelerometers: 8 sets of accelerometers were used. Each set comprises 3 accelerometers 
mounted to one bracket but arranged in the three directions X, Y and Z. The 8 sets were 
distributed such that one set was installed each at the bottom and top of each of the 3 insulators. 
Two more sets were attached to the foundation where the insulators bottom beam was laid.  

Wire potentiometers: 12 wire potentiometers were used to measure the displacements at the top 
and bottom of each of the 3 insulators. In addition, 6 more potentiometers were attached to the 
shaking table to capture all the different components of the table motion.   

Strain gauges: Several strain gauges (total of 36) were installed at various locations of the 
insulator pole. At the bottom of each insulator, strain gauges were attached directly to the 
porcelain and distributed around the circumference to measure the in-plane and out-of-plane 
strains. Additional gauges were installed at the middle section of each insulator.    

Close-up views of the accelerometers and strain gauges attached to the jaw-post at different 
levels are shown in Figure 3.13. The same instrumentation arrangements were also installed on 
other insulator posts. 

 

Figure 3.13 Overview of the test setup in an open-open configuration with instrumentation (strain gauges 
and accelerometers) at jaw-post shown at different levels 

Source: this report 
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3.4 Post-processing the Data  

The main purpose of the conducted substructured tests is to study the effect of support 
structure rotations through the comparison with equivalent full switch tests to verify whether 
the results of full switch test can be reproduced from testing the disconnect switch without 
support structure. Considering the different sets of testing, several comparisons can be made for 
the different substructure switch tests against the full switch test and amongst each other. 

This sections presents only the comparison is between the single translational out-of-plane test 
and the combined out-of-plane translational and rotational test in the three different 
configurations. The reference for these comparisons is the full switch test conducted in 2010 
which is the same test used to generate the signals for the substructure tests. This test set is 
intended to demonstrate how much the rotation of the support structure contributes to the 
insulator deformations and to assess if it is acceptable to relax the application of the rotational 
DOF in the HSS. This comparison is discussed in the next section.  

The substructure tests considered for the study of the rotation effect included only one 
translational component signal, while the full switch test underwent a triaxial shaking with a 
three-component signal. While it is reasonable to assume that the X and Z components of the 
signal do not significantly affect the out-of-plane (Y) response quantities, the conducted test sets 
were designed to also study how the response under the three-component signal is coupled in 
the in-plane and out-of-plane directions. The different available data sets that were not used in 
this study can be used for future post-processing that focuses on such coupling aspects for 
developing better understanding of behavior of the disconnect switch with and without support 
structure and coupled response in-plane and out-of-plane. Suggested set of future comparisons 
are as follows: 

1-   3D vs. X only (without support structure in the 3 configurations) 
Compare the insulator pole tests without support structure driven by a three-translational-
component signal (triaxial or 3D) against the single in-plane translational signal (X only) in the 
different gates configurations. This comparison can be very useful in explaining how the in-
plane behavior of insulator pole is affected by other components of the signal.  

2-   3D vs. Y only (without support structure in 3 configurations) 
Compare the substructure tests without support structure driven by a three-translational-
component signal (triaxial or 3D) against the single out-of-plane translational signal (Y only). 
This comparison can show how the out-of-plane behavior of the insulator pole is affected by 
other components of the signal. There are two different sets for holding such comparison: using 
the records measured at the North and South joints of the support structure.   

3-   3D without support structure vs. full switch test in 3 configurations 
Compare the triaxial tests conducted with and without support structure. This can offer another 
way of studying the effect of support structure rotations on the insulator response. This is also 
useful in understanding which component has more effect on the insulator posts response; the 
out-of-plane rotations of the flexible support structure or the in-plane and vertical components 
of an earthquake motion. 
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3.5 Effect of Rotations in Substructuring Tests 

3.5.1 Considered Tests for Comparisons 
It is desired to study the effect of rotations and how much the rotation of the switch support 
structure contribute to the total deformations experienced by the insulator posts. For this 
purpose, the tests driven by single-component translational out-of-plane signal (Y only), and 
those driven by a combined translational and rotational signal (Y + Roll) are compared 
separately against the full switch test for the three different configurations OO, OC and CO. The 
relevant tests that are used in these comparisons are listed in Table 3-3.  

Two response quantities are considered to study the contribution of the support structure 
rotations to the insulator posts deformations. These are strains at the jaw-side insulator bottom 
and relative displacements at the jaw-side insulator top. The jaw-side insulator is the most 
flexible post since it is not connected directly to another post, especially when the top blade is 
opened. Thus this post is expected to experience the maximum strains and relative 
displacements amongst all three posts.  

Table 3-3 Tests considered for studying effect of rotations in substructuring testing 

Test # Run Name Input Components Configuration Scale [%] 
10 20110425 192410 Y (Measured North) OO 50 
11 20110425 192722 Y+Roll (Measured North) OO 50 
19 20110425 213939 Y (Measured North) CO 50 
20 20110425 214236 Y+Roll (Measured North) CO 50 
41 20110426 125456 Y (Measured North) - repeat OC 50 
42 20110426 125751 Y+Roll (Measured North) - repeat OC 50 

Source: this report 
 

3.5.2 Comparison of Strains 
For the sake of strain comparisons, the measured strains at the bottom of the jaw-side insulator 
in two opposite sides (East and West according to insulator pole orientation on the PEER 
shaking table) are considered. These strains are plotted using SG#2 and SG#4 which are shown 
in Figure 3.14. The substructure test was instrumented to match the full switch test. Thus, the 
corresponding strain plots from the full switch test at SG#2 and SG#4 are shown as well. 

The strains are compared for the 3 configurations, namely OO, OC and CO. For each 
configuration, the strain plots from the single translational test (Y only) and the combined 
translational and rotational test (Y + Roll) are compared with the full switch triaxial test.  

In the Open-Open configuration, the case when only Y signal was applied, the time history of 
the strain measured at SG#2 in the substructure test is plotted in Figure 3.15 along with the 
corresponding strain from the full switch test. Figure 3.16 shows a different representation of 
the data where the strains measured from the two opposite strain gauges SG#2 and SG#4 are 
plotted against each other for both the substructured, Figure 3.16(a), and the full, Figure 3.16(b), 
switch tests.  

The same plots as discussed in the above paragraph are repeated here for the second case that 
included the rotational component in addition to the translation (Y + Roll). The strain history is 
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shown in Figure 3.17, while the two opposite strain gauges are plotted against each other in 
Figure 3.18 for both substructured and full switch tests. 

 

WEST SG#4  EAST SG#2 

 

Figure 3.14 Strain gauges SG#2 and SG#4 at the bottom of the jaw-side insulator 

Source: this report 
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Figure 3.15 Time history of strain measured at SG#2 for the case of full switch test (w/ support) and the 
substructured test (w/o support) with translation input (Y only) 

Source: this report 
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Figure 3.16 Strain measured at SG#2 versus SG#4 for case of: (a) substructured test under translation 
signal “Y only” (b) full switch test under triaxial signal 

Source: this report 

 

0 10 20 30 40 50 60

-300

-200

-100

0

100

200

300

Time [sec]

Ja
w

 In
su

la
to

r B
ot

to
m

 S
tra

in
 [ μ

st
ra

in
]

 

w/o support
w/ support

 

Figure 3.17 Time history of strain measured at SG#2 for the case of full switch test (w/ support) and the 
substructured test (w/o support) with combined rotation and translation input (Y + Roll) 

Source: this report 
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Figure 3.18 Strain measured at SG#2 versus SG#4 for case of: (a) substructured test under combined 
rotation and translation input “Y + Roll” (b) full switch test under triaxial signal 

Source: this report 

 

A first look at the previous comparisons suggests how the rotational component of the signal 
leads to a better match with the triaxial full switch test. The same result holds also for the other 
two configurations, OC and CO, as shown in Table 3-4 which presents a comparison of the 
strains for all the considered configurations. 
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Table 3-4 Comparison of jaw-side insulator strains measured in the substructured tests with the 
whole switch test for the different configurations 
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Source: this report 

3.5.3 Comparison of Relative Displacements 
The relative displacements at the top of the jaw-side insulators in the out-of-plane (Y) direction 
are compared in this section. The relative displacement is determined to be the difference 
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between the displacement measured at the top of the post insulator and that measured at the 
post base. Due to the very flexible nature of the 550-kV switch, the insulator posts undergo the 
largest displacements value in the out-of-plane direction. A comparison of the jaw post relative 
displacements between the substructured test with and without the application of the rotational 
component of the excitation signal and that from the full-switch triaxial test for the OO 
configuration is shown in Figure 3.19. 
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Figure 3.19 Relative displacement between the top of the jaw post and the bottom for different tests of the 
550-kV switch in the Open-Open configuration 

Source: this report 
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The relative displacement comparison for the OO configuration confirms that the inclusion of 
the rotational component of the input signal results in better match with the triaxial full switch 
test. Similar results and conclusions are found for the other two configurations, namely the OC 
and CO, as shown in Figure 3.20 and Figure 3.21, respectively. 
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Figure 3.20 Relative displacement between the top of the jaw post and the bottom for different tests of the 
550-kV switch in the Open-Closed configuration 

Source: this report 

 



 60 

10 15 20 25 30 35 40 45 50 55 60

-2

-1

0

1

2

R
el

. D
is

p.
 [i

nc
h]

Time [sec]

 

10 15 20 25 30 35 40 45 50 55 60

-2

-1

0

1

2

R
el

. D
is

p.
 [i

nc
h]

Time [sec]

 

 

10 15 20 25 30 35 40 45 50 55 60

-2

-1

0

1

2

Time [sec]

R
el

. D
is

p.
 [i

nc
h]

 

 

Substructure w/o Rotation

Whole Switch

Substructure w/ Rotation

 

Figure 3.21 Relative displacement between the top of the jaw post and the bottom for different tests of the 
550-kV switch in the Closed-Open configuration 

Source: this report 

 

An important observation is related to the range of the relative displacements among the three 
different configurations. The jaw post experienced larger relative displacements (which might 
imply higher rotations at post base) in the Close-Open configuration than the other two 
configurations. This is expected because a close top (main) blade configuration connects all the 
insulator posts together, and consequently, the insulator pole (three insulators together) 
vibrates with a much more dominant response of the first mode of vibration without any 
significant higher mode effects. This unison behavior of all these posts pronounces the first 
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mode of vibration which is reflected in higher relative displacements at the insulator top, as 
shown in Figure 3.21 compared with Figure 3.20 and Figure 3.19.  

3.5.4 Conclusions 
Two important conclusions can be drawn from the previous discussion. First, including the 
rotation component gives more accurate results and better match with the full switch test. This 
reflects the significance of the out-of-plane rotations induced at the top of the switch support 
structure due to the flexibility of that support structure used in the 550-kV disconnect switch. 
This conclusion is related to switches with support structures that are flexible in the out-of-
plane direction, e.g. the 550-kV switch. However, this might not be the case for other switches 
that utilize different support structures, such as the case of the 230-kV switch, which uses a 
rigid three-dimensional support structure. 

Secondly, the response in the out-of-plane direction from a triaxial test can be almost 
regenerated from a substructured uniaxial test including both translational and rotational 
degrees of freedom. Therefore, it can be concluded that the concept of substructuring applied to 
the 550-kV switches, as described in this chapter, is a valid concept. 

The effect of the in-plane and vertical components of the applied signal on the insulator posts in 
the case of the 550-kV switch studied in this chapter is minimal, i.e. the coupling effect between 
the in-plane and out-of-plane directions is minimal. A comprehensive evaluation of the other 
conducted substructuring tests, such as the triaxial translational and the in-plane single-
component signal tests, as discussed in Section 3.2.2, will add to this observation and may 
explain more about the coupling effect.  

In summary, the substructuring concept for the 550-kV disconnect switch that involves flexible 
support structure was demonstrated and verified. Therefore, it might be sufficient to apply 
uniaxial single-component earthquake excitations for investigating the dynamic characteristics 
and studying the seismic behavior of these switches. However, the three-component triaxial 
excitations could be used in qualification tests where it is desired to assess the global behavior 
of all the switch parts and the switch functionality during and after earthquakes. Substructuring 
applied to a different type of switches with rigid support structures is studied in the next 
chapter for the case of 230-kV switches. 
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4 Substructured Dynamic Tests: 230-kV Switches 
4.1 General 

After acceptable verification of the substructuring concept in the 550-kV switches, the 230-kV 
switches that comprise a rigid three-dimensional support structure (braced steel frames) was 
investigated. The previous application of 550-kV switch focused on the effect of the out-of-plane 
rotations due to the flexible nature of the adopted support structure. However, for the 230-kV 
switch application with rigid support structure, the rotations are not expected to contribute 
significantly to the response of the insulator posts. Thus, the substructuring concept was 
approached from a different perspective.  

Due to the complexity of the 230-kV switches, a simple idealized substructure and accordingly, 
a simple physical specimen were ultimately sought for the intended Hybrid Simulation (HS) 
tests. The HS was approached in two steps. The first step was a simple substructure testing of a 
single insulator post using an offline generated signal similar to the case of the 550-kV switch. A 
full 230-kV switch tested on PEER shaking table in 2008 was used for generating such offline 
signal. The response of the tested insulator post was compared to the corresponding post 
response from the full switch test. Achieving a comparable response in both cases was the aim 
of this effort to move forward to the second step- the use of a Hybrid Simulation System (HSS) 
to generate the input signal instead of generating it offline from previous switch tests.  

The first step involved testing of a singular insulator post, referred to as 230-kV switch 
substructure test throughout this chapter, using an offline signal. Two different test setups were 
used in this part of the study. The first used the same insulator used in the static tests (80-inches 
long) without any live parts, while the second used the same insulator in the full 230-kV switch 
test on PEER shaking table (92-inch long) with live parts. The insulator in the first setup has 
been modeled and developed for Finite Element (FE) simulations as discussed in Chapters 8 
through 10. Although the conducted static tests were used to calibrate the FE models, reference 
dynamic tests are needed for comparison with the FE dynamic analyses.  

This chapter is divided into several sections that start with a complete discussion of the 
procedure (including test setup, instrumentation, and input signal) for conducting the offline 
tests of the post substructure without live parts. Next, the performance of the used shaking 
table and needs for upgrade are discussed. The conducted hammer tests for frequency 
determination and dynamic tests using offline signals are presented for the case without live 
parts. The last section presents the second set of tests that involved the live part, and the chapter 
is concluded by comparing the single offline-generated-signal insulator test with live parts to 
the full switch test conducted using the PEER shaking table. 

 

 



 63 

4.2 Test Procedure 

4.2.1 Test Setup 

The dynamic tests of a single insulator post were conducted on a small shaking table available 
at the Structures Laboratory of UC Berkeley. The test setup includes mounting a single insulator 
post on the small shaking table then applying a command to the actuator via a proper 
controller; refer to the test setup in Figure 4.1. The test response quantities are acquired and 
retrieved by a Pacific Instruments (PI) data acquisition system shown in Figure 4.1. 

For this part of the study, the small shaking table input signal was generated from the recorded 
acceleration on top of the support structure of the 230-kV disconnect switch tested in 2008 on 
the shaking table of PEER. Figure 4.2 shows the disconnect switch in the opened gate 
configuration mounted on the PEER shaking table. As a typical practice in switch testing, the 
disconnect switch was tested in different configurations according to the blades status. 
However, in the 230-kV case, only the Open-Open configuration is considered since a single 
insulator post (jaw post) is used for the substructuring tests. Only the Open-Open configuration 
disconnects the jaw post from other rotating and rigid posts. The measured accelerations at the 
bottom of the jaw post in the outboard phase, discussed in next section, were used to generate 
an input signal for the small shaking table. 

 

 

Figure 4.1 Test setup with controller and PI data acquisition system 

Source: this report 
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Figure 4.2 A vertical-break 230-kV disconnect switch mounted on the PEER shaking table during a 
previous seismic qualification test in 2008 

Source: this report 

4.2.2 Input Signal Generated  

As previously mentioned, the input signal used in the dynamic substructure testing was 
generated from the recorded acceleration on top of the support structure of the 230-kV vertical-
break disconnect switch (open configuration) tested in 2008 on the PEER shaking table. The 
layout for the accelerometers used in the disconnect switch test is shown in Figure 4.3. For the 
small shaking table input, the accelerometers 34(X) and 35(Y), marked in Figure 4.3, which 
measured the acceleration component in the directions X (South) and Y (East), respectively, on 
top of the support structure (bottom of the outboard phase jaw insulator) were used to generate 
two signals that correspond to the in-plane and out-of-plane excitations.  

As an example for one of the used signals, the acceleration record from channel 34(X) is shown 
in Figure 4.4. This signal is referred to as “Acc_original” to indicate that it is the original 
recorded signal from the PEER shaking table test conducted in 2008. These accelerations were 
filtered and integrated twice in time domain to generate the displacement history “Disp_X” 
shown in Figure 4.5 to command the small shaking table. The same procedure was used for 
channel 35(Y) accelerations to generate the input signal “Disp_Y”. 

X

Y
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Figure 4.3 Plan view for accelerometers used in the 230-kV full switch test on PEER shaking table test 

Source: this report 
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Figure 4.4 Recorded acceleration history (Acc_original) using accelerometer 34(X) 

Source: this report 
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Figure 4.5 Displacement command (Disp_X) generated from acceleration record 34(X) 

Source: this report 
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4.2.3 Instrumentation 

For the offline substructured dynamic tests conducted on the jaw-side insulator post mounted 
on the small shaking table, different types of instrumentation were used as shown in Figure 4.6. 
Besides the typical strain gauges, wire potentiometers and accelerometers, it was necessary to 
measure the uplift of the table during the test as a result of the expected high overturning 
moment compared to the restoring moment due to the weight of the table and test specimen. 
Such uplift measurement was one of the factors considered to decide whether the table needed 
any upgrade. For this purpose, a vertical displacement transducer, shown in Figure 4.7, was 
mounted on the shaking table. 

 

Figure 4.6 Setup for insulator post offline substructured dynamic tests with different instruments 
measuring accelerations, displacements and strains 

Source: this report 

 

Figure 4.7 Vertical position transducer to measure uplift near a roller support of the table 

Source: this report 
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The different instruments used for all the dynamic shaking table tests include: 
- Load cell to measure the actuator force; 
- Displacement transducer to measure the actuator displacement; 
- Accelerometers to measure acceleration at the table and the insulator mid-height and top; 
- Wire potentiometers to measure the displacements at the top of the insulator; 
- Strain gauges to measure the strains at various locations in the insulator; and 
- Vertical displacement transducer mounted on the shaking table to measure uplift. 

The locations of accelerometers, strain gauges and wire potentiometers are shown in Figure 4.8. 
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Figure 4.8 (a) Accelerometers at different heights and in different directions XYZ (b) Strain gauges at 
different sections in the porcelain core and metallic caps (c) Wire potentiometers in two triangular planes 

for calculating displacements at the insulator top 

Source: this report 

4.3 Table Performance and Upgrade 

Numerous tests were planned to be conducted on the small shaking table at the Structures 
Laboratory of UC Berkeley, either for the substructuring tests or using the HSS developed in 
Chapter 5. Therefore, it was necessary to characterize the shaking table performance and 
capabilities and to carry out any required modifications or upgrades. For this purpose, several 
preliminary runs were carried out. The objectives of these preliminary runs were as follows: 

- Determine the maximum velocity and acceleration that can be reproduced by the table; 
- Compare the measured displacement and acceleration signals with the target ones; 
- Estimate the range of frequencies where the table has the best performance, and whether 

the natural frequency of the tested insulator post falls within this range; and 
- Evaluate if there is any serious uplift experienced at the table roller supports as a result of 

the expected overturning moments during the tests. 
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The full discussion of the different tests carried out for characterizing the table is presented in 
Appendix A. However, only key points about table characterization are presented here for 
completeness. Firstly, the actuator output displacement is compared with the command in 
Figure 4.9. It can be seen that the command and the measured feedback perfectly matched as 
shown in the zoomed-in view in Figure 4.9. The desired velocities and accelerations were also 
achieved and the maximum velocity and acceleration values obtained from the actuator are 
given in the same figure.  
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Figure 4.9 Actuator measured output versus command input for full scale “Disp_X” displacement signal 
for the table with the insulator installed 

Source: this report 

The second key point in table characterization is how the table performed at the different 
frequencies. For this purpose, the measured table accelerations in one of the preliminary runs 
were compared with the desired target through the acceleration response spectra as shown in 
Figure 4.10. Moreover, the corresponding transfer function is shown in Figure 4.11. The shaking 
table performed well at frequencies up to about 25 Hz within the expected natural frequency of 
the different tested insulators (porcelain and composite). 
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Figure 4.10 Response spectra of measured and target shaking table accelerations 

Source: this report 
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Figure 4.11 Transfer function (ratio of measured to target spectral accelerations) for the small shaking 
table 

Source: this report 

The last point considered in table characterization was the experienced uplift at the table roller 
supports. Significant uplift was experienced as a result of the developed overturning moment in 
dynamic testing of the single insulator post. Therefore, it was required to upgrade the shaking 
table to prevent the uplift in future tests with the hope of achieving a high fidelity shaking table 
and unbiased feedback for a reliable HSS. A hold-down system was adopted for shaking table 
upgrade. The full design and discussion of table upgrade is presented in Appendix A. The 
original table before upgrade and the table after the full upgrade are shown in Figure 4.12. 
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(a) Original table (b) Upgraded table 

Figure 4.12 Shaking table at UC Berkeley (a) before and (b) after upgrade 

Source: this report 

4.4 Frequency of Insulator post Mounted on the Shaking Table 

The vibration natural frequency analysis of porcelain insulators was an important task at 
different stages of this study. The first frequency analysis was conducted using impact hammer 
tests for single insulator attached to reaction frame at RFS in a static configuration. A detailed 
discussion of those hammer tests is presented in Chapter 2.  

Before the dynamic shaking table tests were carried out, it was desired to conduct a frequency 
analysis again using impact hammer tests. It was expected that the natural frequency of a single 
porcelain insulator mounted on the small shaking table to be different from that discussed in 
Chapter 2 because of the different boundary conditions. In the static configuration, the insulator 
was almost fixed at the base due to the rigid support plate, whereas in the dynamic 
configuration, a more flexible support condition was expected because a less stiff base plate was 
used at the base as well as the flexibility offered by the table itself. In this section, the impact 
hammer tests conducted for the insulator when mounted on the table are discussed.  

The adopted procedure was the same as described in Chapter 2 where a sharp impact was 
applied to the insulator top using a rubber mallet as shown in Figure 4.13 and accelerations 
were recorded in the different directions. The used test setup, designated test directions, as 
related to the shaking table and actuator, and used XYZ accelerometer are shown in Figure 4.14.  

Hammer tests were conducted in two orthogonal directions: X (along actuator axis) and Y (out-
of-plane to the actuator plane) directions. A typical acceleration history resulting from the 
hammer impact is shown in Figure 4.15. The FFT of the acceleration record was plotted and the 
largest peak in the FFT implies resonance and corresponds to the sought fundamental 
frequency. Typical FFT plots in X and Y are shown in Figure 4.16 and Figure 4.17, respectively. 
The summary of the runs in both X and Y directions are presented in  

Table 4-1. 
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Figure 4.13 Impact load to the insulator using rubber mallet 

Source: this report 
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Figure 4.14 Hammer tests setup, directions and instrumentation for the 230-kV insulator post on shaking 
table 

Source: this report 
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Figure 4.15 Typical acceleration history due to hummer impact 

Source: this report 
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Figure 4.16 FFT of acceleration in the X-direction from the hammer test on the flexible-base insulator post 
(impact in the Y-direction, Run 348 of  

Table 4-1) 

Source: this report 
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Figure 4.17 FFT of acceleration in the Y-direction from the hammer test on the flexible-base insulator post 
(impact in the Y-direction, Run 348 of  

Table 4-1) 

Source: this report 

 

When compared to the static configuration, the frequency of the insulator had a lower value 
when it was mounted on the shaking table through a less stiff base plate [19.2 Hz vs. 12.77 Hz]. 
In addition, the frequency in the two orthogonal directions X and Y was the same in the static 
configuration with fixation at base. On the contrary, the insulator mounted on the table had two 
different frequencies in the directions X and Y, refer to  

Table 4-1, with smaller value in the X direction than the Y direction, especially when the impact 
was applied in the X direction. This can be attributed to the configuration and connection to the 
shaking table. 
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Table 4-1 Summary of hammer tests for the flexible-base insulator post 

Run # Impact 
Direction 

Frequency in X 
[Hz] 

Frequency in Y 
[Hz] Remarks 

Run304 X 12.82 15.67  
Run305 X 12.82 15.63  
Run306 X 12.82 15.63  
Run308 X 12.82 15.62  
Run309 X 12.82 15.62  
Run318 X 12.83 15.45  
Run319 X 12.66 15.62  
Run320 X 12.79 15.59  
Run333 X 12.55 15.35  

mean 12.77 15.58  
Run311 Y 15.38 15.37  
Run312 Y 15.37 15.38  
Run313 Y 15.26 15.36  
Run314 Y 15.34 15.38  
Run315 Y 15.35 15.42  
Run324 Y 15.29 15.32  
Run331 Y 15.11 15.11  
Run332 Y 15.14 15.08  

mean 15.28 15.30  
Run348 Y 14.95 14.89 Conducted after 

dynamic tests Run349 Y 15.05 14.95 
Source: this report 

4.5 Offline Substructured Tests 

Several shaking table tests were conducted on single insulator post (experimental substructure) 
at different scales using the offline generated displacement signal in Figure 4.5. The different 
runs are summarized in Table 4-2 where the signal was applied incrementally from 10% to 
130% of the full-scale signal. Although it is known beforehand that a different insulator was 
used without any live parts attached, it would be useful to compare the measured strains, 
accelerations and displacements with those from the full switch test on the PEER shaking table. 
That is to develop a preliminary understanding about the substructuring concept before 
moving to the second test setup with live parts and similar insulator post as the one used in the 
full switch tests. 

Table 4-2 Conducted offline substructure shaking table test runs 

Run # 398 399 400 401 402 403 404 405 406 
% of signal 20 40 60 80 90 100 110 120 130 

Source: this report 
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The discussion in this section focuses on the set of tests conducted after the shaking table full 
upgrade where uplift was prevented or minimized. The full “Disp_X” signal was applied 
gradually with increasing scale of 10% or 20% increments, as listed in Table 4-2. For these tests, 
this gradual signal application approach was pursued to capture the on-set of failure of the 
insulator. The failure in any of the insulator posts did not take place when the full switch was 
tested on the PEER shaking table as well.  The insulator in the substructured tests on the small 
shaking table did not fail as well up to the 130% scale. 

The obtained data from the different runs are discussed in the following sub-sections. In 
Sections 4.5.1 and 4.5.2, the accelerations and displacements measured in the 100% scale test 
(Run403) are respectively discussed. In Section 4.5.3, key strain records are evaluated.  

4.5.1 Accelerations 

The comparison between the accelerations in the X direction in the single insulator test with the 
accelerations measured on top of the outboard phase jaw insulator in the Open-Open 
configuration of the disconnect switch tested on the PEER shaking table is shown in Figure 4.18. 
Although the two records in Figure 4.18 have similar trend, there are noticeable differences 
between them. These differences, as expected, are attributed to the lack of the live parts such as 
the gate jaw present on top of the insulator post in the full disconnect switch test. Even when 
the main blade is open, the extra mass of the jaw itself causes different accelerations at the top of 
the insulator. Another reason is the single insulator post is smaller than the one used in the full 
switch test (80-inch height versus 92-inch height). A third possibility is related to the fact that 
the single insulator post was tested using uniaxial excitation while in the PEER shaking table 
test, the disconnect switch was tested under triaxial excitation. In the next substructured testing 
with live parts, a better comparison is expected. 

4.5.2 Displacements 

In general, displacements are less dependent on the mass or vibration properties. This fact is 
demonstrated when the total displacement at the top of the insulator in the X direction (same as 
the excitation direction) is compared with the corresponding displacement at the top of the jaw 
outboard phase insulator in the full switch test. This comparison is shown in Figure 4.19 where 
excellent match is clear between the two records.  

Although the setup and insulators were not the same, it is not surprising that a good match in 
the total displacements was achieved. That is because most of the contribution to this total 
displacement comes from the displacement at the bottom of the insulator.  
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Figure 4.18 (a) Acceleration in the X direction at the top of the jaw outboard phase insulator post in open 
gate switch of the PEER shaking table test (b) Acceleration in the X direction at the top of the insulator 

post from the small shaking table test 

Source: this report 
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Figure 4.19 Total displacement in the X direction at the top of the insulator (a) Form the PEER full switch 
test (b) Form the small shaking table single insulator test 

Source: this report 
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4.5.3 Strains 

Comparison between the disconnect switch on the PEER shaking table and the single insulator 
on the small shaking table in terms of the strains at the bottom of the insulator, where 
maximum strains were expected, is conducted. Two opposite strains measured at the bottom of 
the insulator post are plotted against each other. In the case of the small shaking table test, SG#2 
and SG#6, Figure 4.8(b), installed at the bottom of the insulator post are used. The 
corresponding strain gauges used in the full disconnect switch test were SG#17 and SG#19. The 
comparison of strains is shown in Figure 4.20, where it is obvious that the strains in both tests 
have similar slopes but different values. 

The comparison is useful to show how the strains (reflecting induced stresses) are sensitive to 
the masses used in the test. The absence of live parts and obviously difference in insulator mass 
from the full switch test has significantly affected the test results. This comparison is revisited 
again for the second test setup in the next section. 
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Figure 4.20 Relationship between the records of two opposite strain gauges (a) SG#2 and SG#6 at the 

insulator base in the offline substructured test (b) SG#17 and SG#19 at insulator base in the full 
disconnect switch test 

Source: this report 

4.6 Substructured Tests with Live Parts 

4.6.1 Test Setup 

In the first test setup, the insulator post used was different from the ones used in the full switch 
test, and no live parts were considered in testing. In contrast, the second setup discussed here 
also involved a single porcelain insulator post, but with identical geometry and properties to 
the ones used in full 230-kVswitch test in 2008 on the PEER shaking table. Moreover, the 
relevant live parts were assembled and tested for better comparison with the full switch test.  
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In a similar manner to the previous test, the post was setup and instrumented for testing on the 
upgraded small shaking table at the Structures Laboratory of UC Berkeley. Figure 4.21(a) shows 
the insulator post and the test setup used in the previous part of the study, while Figure 4.21(b) 
shows the new setup with the added base connections and live parts at the top. Closer views of 
the live parts and insulator base assemblages are shown in Figure 4.22. 

It is worth noting that the new specimen is taller and heavier than the specimen used in the 
previous tests as noticed from Figure 4.21. The number of sheds in both the lower and upper 
parts of the insulator is also different. The double channel used to connect the insulator base to 
the transfer plate mounted on the table is a part of the girder used on top of the support frame 
in a typical disconnect switch installation, and the part used in the test was cut from the girder 
used in the full 230-kV switch test in 2008 on the PEER shaking table.  

The previous substructured tests were conducted using two offline generated signals in the X 
and Y directions, referred to as “Disp_X” and “Disp_Y” in a previous section. However, the 
new substructured test with live parts used only the out-of-plane “Disp_Y” signal which is 
suitable according to the orientation of the double channel assemblage at the insulator base.  
 

   

(a) (b) 
Figure 4.21 Insulator post and test setup for (a) previous substructured test (b) new substructured test 

with added base connection and jaw-side live parts added at the top 

Source: this report 

 



 78 

 

Figure 4.22 Detailed views of the additional parts included in the new insulator specimen at the base and 
at the top of the insulator 

Source: this report 

A complete set of the previously conducted dynamic tests was repeated for the second 
substructure setup. The tests included both hammer impact tests for frequency determination, 
and dynamic tests using the offline-generated signal “Disp_Y” that was adopted from the 
accelerations measured on top of the support structure in the PEER 2008 switch test discussed 
in previous sections.  

The purpose of the new test setup is to establish a better comparison with the full switch test for 
the demonstration of the substructuring concept before proceeding to the HS implementation 
and testing. Such comparison is shown in a following sub-section, but a brief note about the 
small shaking table performance is presented first. 

4.6.2 Table Performance for the New Setup 

It is important to check whether the upgraded small shaking table can accommodate the new 
setup especially since this setup is the one used in the HS testing discussed in Chapter 5. The 
performance of the shaking table during a preliminary test is considered through the 
comparison of the command and feedback records. As shown in Figure 4.23, there is a perfect 
match between the command and the feedback signals. The maximum obtained velocities and 
accelerations were found to be close to the previous setup.  

Due to the taller insulator and lumped mass of the added live parts, high overturning moments 
that exceed the fully upgraded table capacity were experienced at high scales and resulted in 
some uplift at the shaking table roller supports. Thus, it was more accurate to rely on small scale 
tests where the effect of uplift is minimal. The measured uplift in a 20% scale test was found 
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insignificant as shown in Figure 4.24. Accordingly, the comparison with the full switch test was 
considered for runs at the 20% scale signal and not the full 100% scale signal.   

0 5 10 15 20 25 30 35 40 45 50

-0.5

0

0.5

Time [sec]

D
is

pl
ac

em
en

t [
in

ch
]

 

 
Command
Feedback

 

Figure 4.23 Shaking table input command versus the table feedback displacements for the new 
substructure test using a 20% scale signal 

Source: this report 
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Figure 4.24 Experienced uplift of the shaking table during the substructured test with live parts using a 
20% scale signal 

Source: this report 

4.6.3 Test Results 

The results shown in this sub-section are for an offline-generated-signal substructured test at 
20% scale of the full signal measured in the full switch test conducted in 2008 using the PEER 
shaking table. The considered response quantities are acceleration at the insulator top, relative 
displacements and strains at the post bottom. Before the response quantities are compared to 
the full switch test, the acceleration increase due to the live parts is investigated. For this reason, 
the measured accelerations at different elevations of the insulator post during the test are 
plotted in Figure 4.25. It is shown from the figure that the acceleration at the insulator top was 
amplified up to three times as that measured on the shaking table because of the live parts and 
additional masses at the top. 

For the sake of comparison with the full 230-kV disconnect switch tested in 2008 on the PEER 
shaking table, the results from the 20% scale test that was conducted on the single insulator 
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with live parts at the small shaking table of UC Berkeley are linearly scaled up to 100% scale. 
The time histories for the accelerations at the insulator top and the relative displacements 
between the jaw-side insulator top and bottom are shown for both PEER switch test and the 
small shaking table test in Figure 4.26 and Figure 4.27, respectively. Moreover, the strains at two 
opposite sides at the insulator bottom are plotted against each other for the two tests in Figure 
4.28. 
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Figure 4.25  Acceleration measured at different levels along insulator post height during an offline 
substructured test under a 20% scale signal 

Source: this report 
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Figure 4.26 Comparison between acceleration measured at the top of the jaw post for the full switch test 
at PEER shaking table and substructured test at the small shaking table 

Source: this report 
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Figure 4.27 Comparison between relative displacements between the top of the jaw post and the bottom 
for the full switch test at PEER shaking table and substructured test at the small shaking table 

Source: this report 
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Figure 4.28 Comparison between strains at the insulator bottom for the full switch test at PEER shaking 
table and single insulator test at the small shaking table 

Source: this report 
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The results show a good match in accelerations and relative displacements and an excellent 
match for the strains with the full switch test. That is another validation of the developed 
substructuring concept for the 230-kV switch.  

In Chapter 5, Hybrid Simulation (HS) test results, where an online computed signal is used 
instead of the offline generated signal used in the substructured tests, are compared with the 
PEER full switch test results. The implementation and validation of the HS system is the core 
part of the study in Chapter 5. A Single-Degree-Of-Freedom (SDOF) spring model is used to 
represent the support structure to generate and update the input signal for the small shaking 
table. A background of the HS testing method and more details about specific HS system 
proposed for testing substation disconnect switch insulator posts are presented in the next 
chapter.  
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5 Hybrid Simulation System 
5.1 Concept 

In the previous chapters, the first step, the substructuring concept of testing part of the 
disconnect switch, has been conceptually and experimentally verified for two different 
applications, namely the 550-kV and the 230-kV switches.  The second step, the development 
and implementation of the Hybrid Simulation System (HSS) for testing single insulator post is 
presented here. The HSS method uses a computational model for the switch support structure 
(computational substructure) to update the input command to the shaking table by solving the 
equations of motion in real-time using an Explicit Newmark numerical integration method with 
the use of the measured force (feedback) from the insulator post (physical substructure). The 
concept of the HS and the proposed substructuring for vertical-break disconnect switches are 
illustrated schematically in Figure 5.1. 

The HSS was developed at the Structures Laboratory of UC Berkeley and used the upgraded 
small high fidelity shaking table that was utilized for the offline substructured tests and 
described in Chapter 4. Due to the limitations of the shaking table, actuator, and available space 
for testing, only double-section porcelain insulator posts (like the ones typically used in the 230-
kV switches) or composite insulators can be accommodated. Thus, the HS testing focuses only 
on testing single 230-kV jaw-side insulator posts with its live parts.  

The developed computational model is a SDOF of Mass-Spring-Damper (MSD) system that is 
an equivalent spring representing the support structure. The model has been developed and 
implemented in a Digital Signal Processing (DSP) code and uploaded to the Pacific Instruments 
(PI) data acquisition and control system used with the small shaking table of UC Berkeley. 

One of the challenges was how to calibrate this spring model so that it can provide the desired 
interaction between the insulator and the support structure, and consequently, accurately 
utilizes the received feedback to generate the new signal step. For this purpose, the mass, 
stiffness and damping ratio values for the spring model were required. These values were 
calibrated through matching the natural frequency and linear dynamic response of the SDOF 
model with the full switch dynamic tests on PEER shaking table in 2008. Matlab scripts and 
SAP2000 models were used for this purpose, and the equivalent support structure stiffness, 
mass, and damping were determined.  

In light of the complex nature of the 230-kV three-dimensional support structures, one of the 
main advantages of the HS approach is the flexibility of computationally simulating variations 
of the support structure for the purpose of practically optimizing the design of the support 
structure to improve the dynamic response of the entire disconnect switch. This implies that 
there may be no need for conducting expensive large shaking table tests for every time a 
modification in the support structure, e.g. adding braces for higher lateral stiffness, is made. 
That is, a simple modification in the computer model is possible and much simpler tests on the 
modified system using the developed HSS can be conducted.  

A brief review of previous work and background of HS testing, then the implementation and 
validation of the HSS for testing a single porcelain insulator are presented in the following 
sections. The validation is achieved through comparing the response quantities from the HS test 
with the full switch test conducted on PEER shaking table. A brief parametric study is 
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presented at the end of this chapter to show how the input signal would change if the SDOF 
spring model stiffness or damping changed. The parametric study is extended in next chapter to 
present a suggested framework that can be adopted to optimize the stiffness of the switch 
support structure to minimize the induced straining actions in either porcelain or composite 
insulator posts. 

 

Figure 5.1 Concept of HS and substructuring of vertical-break disconnect switch 

Source: this report 

5.2 Background 

HS was first mentioned by Takanashi et al. (1975), who referred to the testing method as “online 
test”. In the next decade, there were significant development efforts in the US that included the 
works of Mahin and Williams (1980), Mahin and Shing (1985), Mahin et al. (1989) at UC 
Berkeley, and Takahashi and Nakashima (1987) and Nakashima et al. (1988) in Japan. 

Previous research on HS investigated different areas that include, but not limited to, 
development of suitable integration methods, studying the effect of experimental errors, and 
real-time HS. The following sub-sections briefly discuss basic procedures in HS including 
numerical integration methods, errors in HS, real-time HS, and key previous related works. 

5.2.1 Integration Methods 

A wide spectrum of numerical integration methods, such as Newmark methods, generalized-
alpha methods, predictor-corrector methods, and Runge-Kutta methods, exists for solving the 
equations of motion (5-1) discretized in time domain in different structural dynamics problems. 
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( ) ( ) ( ) ( )tftftuctum extr =++ &&&  (5-1) 

where m  is the mass matrix, c  is the viscous damping matrix, u&&  is the vector of accelerations, 
u&  is the vector of velocities, rf  is the vector of resisting forces ( kufr = ) in linear cases where k  
is the stiffness matrix and u is the vector of displacements), extf  is the vector of applied external 
loads, and the argument t  is the time. 

Not all of the numerical integration methods can be used directly for solving the equations of 
motion in HS testing. Thus, one of the main areas of HS-related research concerns with 
adopting and/or modifying the existing integration methods, or developing new specialized 
integration methods, for HS purposes. A brief survey of the work conducted in this field is 
presented with broad classification of the numerical integration methods. 

The most common classification of numerical integration methods and algorithms is explicit 
versus implicit methods. Generally, explicit formulations use already available information at a 
given time-step to predict the new displacement value for the next step (to be imposed on 
physical test specimen in HS tests). On the other hand, implicit formulations require 
information from both previous and current times, and hence an iterative approach is needed. 
More details about explicit and implicit integration methods are presented in the following 
paragraphs. 

Explicit Integration Methods 

For an explicit algorithm, the new solution at time step (i+1) can be expressed entirely by 
known terms such as the current solution state at time step (i) or even previous step (i-1) as in 
Central Difference Method for example, i.e. ( )1111 ,,,,, −−−+ = iiiiiii uuuuuufu &&&&&& . 

Explicit integration methods are usually conditionally stable, meaning that the integration time 
step (Δt) should be smaller than the shortest natural period of a structure (Tn) divided by a 
factor (α) to yield a stable solution (Δt ≤ Tn/α). Also the new solution at the end of a time step can 
often be determined in a single calculation step without the knowledge of the tangent stiffness 
matrix.  

Two well-known examples of explicit integration methods are Central Difference Method 
(CDM) and Explicit Newmark method. Although the equations involved in each method are 
not mentioned, it can be shown that the CDM can be reproduced from explicit Newmark when 
the integration parameter (γ = 0.5). Generally, the explicit Newmark method is used more often 
in HS than CDM for the following reasons: it does not require any quantities before the start 
time (i.e. at t = 0), the velocities and accelerations are directly obtained as the solution advances 
(there is no need to be calculated separately as in the CDM), and it has more favorable error-
propagation characteristics as shown by Shing and Mahin (1983).  

The advantages of explicit methods are that they are computationally very efficient, easy to 
implement, and fast in their execution. On the other hand, a limiting factor for the application of 
the explicit methods is their stability criteria. Hence, they are not suitable for stiff problems 
(short periods) and cannot even be used at all for infinitely stiff problems. Although this 
limitation can be overcome by choosing smaller integration time steps, the integration time step 
might need to be reduced to an extent that the application of explicit methods to HS becomes 
impractical. The implicit methods are sought in these cases. It is worth noting that some trials 
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have been conducted to develop unconditionally stable explicit methods such as the one 
proposed by Chang (2002). 

Implicit Integration Methods 

For an implicit algorithm, the solution at time step (i+1) not only depends on known quantities from 
the current and previous time steps, but also on the solution itself, i.e. ( )iiiiiii uuuuuufu &&&&&& ,,,,, 1111 ++++ = . 
Because of this, implicit algorithms contain algebraic formulas that need to be solved iteratively in order 
to determine the solution at the end of a time step. 

Many implicit integration methods are generally unconditionally stable, thus ideal for stiff and 
infinitely stiff problems. This also means that only the accuracy of the algorithm needs to be 
considered when determining the time step size, since the method is stable for any step size. 
Usually this permits the selection of larger analysis time steps as compared to the explicit 
methods. 

Implicit methods are well suited for large problems with many DOFs or for infinitely stiff 
problems, which arise when structural DOFs without mass are present. However, they are 
computationally more demanding because they require iterative solution schemes, and they can 
introduce spurious loading and unloading cycles on the physical parts of the HS. A comparison 
of the features of explicit and implicit integration methods is shown in Table 5-1.  

 Table 5-1 Comparison between explicit and implicit integration methods 

Item Explicit Methods Implicit Methods 

Required 
input 

( )1111 ,,,,, −−−+ = iiiiiii uuuuuufu &&&&&&  ( )iiiiiii uuuuuufu &&&&&& ,,,,, 1111 ++++ =  

Iterations not required required 
Tangential 

stiffness not required required at each time step 

Stability conditionally stable: Δt ≤ Tn/α generally unconditionally stable 

Computational 
cost 

easy to implement, and 
computationally efficient 

harder to implement, and 
computationally expensive due to 
iterative schemes 

Execution time generally faster generally slower because of iterations 

When to use 

- When only physical specimen is 
tested, and analytical part consists 
of mass and damping only; 
- For MDOF systems with non-
singular mass matrix (all DOFs 
have nonzero masses). 

- Stiff or infinitely stiff problems with 
short periods; 
- For MDOF systems with singular 
mass matrix (some DOFs have zero 
masses such as rotational DOFs in 
moment resisting frames) 

Source: this report 

A short survey of how the integration methods were adopted and developed in previous 
studies is presented. Most of the first-generation HS testing and research focused on the use of 
explicit methods to avoid iterative implicit methods in HS testing involved nonlinear seismic 
behavior of structures. In the first documented application of HS by Takanashi et al. (1975), the 
CDM (explicit method) was used, while Mahin and Williams (1980) were the first to use Explicit 
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Newmark scheme. Other examples where explicit methods were employed are the works of 
Nakashima and Masaoka (1999) and Magonette (2001).  

To overcome the limitations of stability in explicit methods, Dermitzakis and Mahin (1985) 
proposed another approach where explicit and implicit methods were employed for the 
experimental and analytical substructures, respectively. Nakashima et al. (1990) proposed a 
specialized Operator-Splitting (OS) method for HS based on the non-iterative implicit-explicit 
predictor-corrector scheme of Hughes et al. (1979). This integration method was later employed 
by Mosalam et al. (1998) for the HS of steel frames infilled with unreinforced concrete block 
masonry. 

Thewalt and Mahin (1987) developed the first implicit integration method for HS based on the 
alpha-method by Hilber et al. (1977). Another application of a specialized implicit integration 
method is an integration scheme that was based on the implicit Newmark method with sub-
stepping in an inner loop (Dorka and Heiland 1991, Dorka 2002, Bayer et al. 2005). The implicit 
integration method developed by Shing et al. (1991) based on the alpha-method (Hiber et al. 
1977) was used in HS of concentrically braced frames (Shing et al. 1994). Recently, Schellenberg 
et al. (2009) developed several specialized integration algorithms for HS, including a specialized 
implicit Newmark method with constant number of iterations and uniform displacement 
increments for the iterations of an integration time step.  

An approach that is associated with numerical integration methods is related to adopting 
numerical damping to provide numerical energy dissipation for higher modes since the effect of 
experimental errors is more dominant for the higher modes. Hence, some of the previous 
research developed integration methods that damp out the spurious higher mode 
participations. Two of these methods are the Modified Newmark explicit methods proposed by 
Shing and Mahin (1983) and by Chang (1997). An example of an implicit method providing 
numerical energy dissipation is developed by Bonelli and Bursi (2004) based on the generalized 
alpha-methods by Chung and Hulbert (1993). 

5.2.2 Errors in HS Testing 

Due to the nature of the multi-component of HSS, there are numerous possibilities for error 
sources either in the computational part or the experimental part especially in the controller and 
boundary conditions. Elimination or at least minimizing these errors is necessary for a valid and 
reliable HSS.  

Errors in HS can be categorized into three groups. The first group is the errors due to structural 
modeling such as the structural idealization that consists of replacing a continuous system by a 
discrete number of DOFs. The second group consists of the errors due to the numerical 
methods. Experimental errors constitute the third group, which can be further classified as 
random and systematic errors. The numerical and random errors were found insignificant in 
contaminating the results, and thus typically ignored. However, due to the propagation and 
accumulation of systematic experimental errors, attention was directed to better understand the 
nature of these errors in order to either eliminate or minimize them or correct the results by 
compensating for such errors to achieve a more reliable system.  

A brief survey of HS errors-related previous research is presented in the following two 
paragraphs. Mosqueda (2003) provided a comprehensive summary of the nature and sources of 
HS errors and available error compensation techniques.  
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The effect of experimental errors has always been an important area of HS research especially 
before the advent of modern digital controllers and closed loop control of hydraulic actuators. 
In two of the earliest works, the propagation of random and systematic errors was evaluated by 
Mahin and Williams (1980) and Shing and Mahin (1983). The cumulative nature of experimental 
errors introduced by the control and data acquisition systems in HS tests using explicit 
numerical integration algorithm was studied by Shing and Mahin (1987). Reliability of the HS 
method was investigated by Yamazaki et al. (1989) where experimental error behavior was 
examined based on an elastic test of a six-story steel structure. Thewalt and Roman (1994) 
presented several parameters for identifying errors and quantifying their magnitude and effect. 
Mosqueda (2003) simulated the experimental errors, such as the random noise in the load cells 
and displacement lag errors, using Simulink models and derived linear transfer functions for 
time delay errors and for the dynamic behavior of experimental setups including the specimen, 
the transfer system, and the reaction wall. 

Another class of HS errors research aimed at reducing the effect of errors on HS. As an example 
of such work, Chang et al. (1998) proposed solving the momentum equation of motion which is 
obtained by integrating the force equation of motion. In this approach, the measured forces are 
filtered by the integration algorithm before being used in the numerical solution. Horiuchi et al. 
(1999) measured the time lag of the actuator response, i.e. the difference between command and 
feedback displacements, and predicted the command of the actuator by advancing the current 
time with the delay time using a polynomial extrapolation procedure. Alternatively, Elkhoraibi 
and Mosalam (2007) overcame this time lag by developing a feed-forward error compensation 
scheme based on the modification of the displacement command with an error term which is a 
function of the actuator velocity. Stoten and Magonette (2001) have investigated the effect of 
improvement of the hardware components, such as the use of digital controllers and digital 
transducers in order to achieve better experimental results. Development of integration 
methods aimed at damping out the spurious higher mode participations can also be classified in 
this category of HS error-related research. 

5.2.3 Real-time Hybrid Simulation 

A HS test is said to be conducted in real-time when the experimental substructure (physical 
specimen) is loaded with the actual calculated velocities and accelerations. Therefore, highly 
variable loading rates are expected in real-time tests. Conventional HS with slow rates of 
loading is sufficient in most of the cases where rate effects are not important. However, for rate-
dependent specimens, such as triple friction pendulum bearings, real-time HS becomes 
essential. Another application that is relevant to the study presented in this report, and should 
be considered for future extensions of this study, is the use of real-time HS for testing composite 
(polymer) insulator posts that are rate-dependent.  

The first progress in real-time HS was achieved by Nakashima et al. (1992) when dynamic 
actuators and a digital servo-mechanism were used. After the development of actuator-delay 
compensation methods by Horiuchi et al. (1999), research on real-time HS gained momentum. 
Darby et al. (1999, 2001) developed various real-time partitioned HS utilizing control system 
approaches. Nakashima and Masaoka (1999) employed a digital signal processor (DSP) for the 
first time to separate the actuator signal generation from the target displacement computation. 
Nowadays, the rapid development of computing technologies and control methods increases 
the number of real-time HS research activities for different applications. 
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5.3 HSS Implementation 

The development and implementation of the HSS is discussed in this section. In the 
implemented real-time HS, a single insulator post is tested as the experimental substructure on 
the unidirectional shaking table and a SDOF system representing the support structure is 
employed as the analytical substructure as shown in Figure 5.2. The spring stiffness (k) and 
damping (c) in this figure represent the lateral stiffness and viscous damping of the support 
structure, respectively, while the mass (m) represents the total mass of the support structure 
associated with the lateral translational DOF.  

m
kc

f ( )tug&&
t

Insulator post as
The experimental
substructure

SDOF as the
computational
substructure

 
Figure 5.2 Schematic representation of the two parts of the HSS (experimental substructure and SDOF 

computational substructure) 

Source: this report 

The equation of motion for the mass m (Figure 5.2) can be written as follows, 

geff umPfkuucum &&&&& −==−++  (5-2) 

where m, k, and c are respectively the mass, spring stiffness, and damping coefficient in the 
computational model, u is the displacement of the mass with respect to the fixed base of the 
spring (i.e. base of the support structure), gu&&  is the ground acceleration time history and f is the 
internal force at the base of the insulator acting on the mass m, which is obtained by using load 
cell measurements during the test. It is worth noting that the force f includes the inertial and 
damping forces acting on the insulator since the HS is conducted in real time. Real-time HS is 
conducted by solving Equation (5-2) numerically with an explicit Newmark algorithm (1959). 
The aforementioned explicit Newmark integration algorithm with time step Δt and parameter γ 
(0 < γ < 1) is summarized below. First, the response variables and effective mass are initialized: 

cγtmm,u,u,u eff ××+= Δ000 &&&  (5-3) 

( )
0

2

001 2
ΔΔ ututuu &&& ×+×+=  (5-4) 
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The computed displacements above are relative to a fixed support, while it is desired to apply 
total displacements. Thus, the sum u1+ug1, where ug1 is the ground (support structure base) 
displacement, is the actual commanded to the actuator. Using the total displacement rather than 
the relative displacement is dictated by the physical configuration of the HS where the tested 
jaw post is located on top of the support structure to assure that the test specimen experiences 
the same total accelerations at the top of the support structure. Consequently, in order to 
achieve these total accelerations, the corresponding total displacements are applied instead of 
the relative displacements. 

At the end of the allocated time needed to impose ui+ugi (i indicates the number of the 
integration time step), the load cell force f is measured. Then, the following computations, 
represented by Equations (5-5) through (5-9), are carried out for each integration step 1 ≤ i ≤ n (n 
is the total number of time steps): 

11 1Δ~
−− ×−×+= iii uγ)(tuu &&&&  (5-5) 

iigeff uckufumP
i

&&& ~
1

−−+−=
+

 (5-6) 

( )tableeffeffi mmPu +=&&  (5-7) 

where the mass of the shaking table (mtable) is included in Equation (5-7) as a different way of 
subtracting the inertia force of the table from the measured force f. This is the case because the 
measured force f from the load cell includes the inertia of the table because the load cell is 
connected to the table actuator, and not connected directly to the insulator base. The next step is 
updating the velocity and displacement values as expressed in Equations (5-8) and (5-9). 
Finally, the ith step is completed by sending the ui+1+ugi+1 to the actuator and i is incremented to 
the next integer value. 

iii utuu &&&& ××Δ+= γ~   (5-8) 

( )
iiii ututuu &&& ×

Δ
+×Δ+=+ 2

2

1   (5-9) 

The integration algorithm for the real-time HS described above is implemented in a DSP card in 
the PI Data Acquisition system. Figure 5.3 shows the PI Data Acquisition system and the DSP 
card used in the developed HSS. 

The HS implementation in the DSP card consists of four main parts that can be identified from a 
screen capture of the DSP Solution Builder Dialog Box as shown in Figure 5.4. The first part, 
“Sequencer”, is where the initial values of all the variables used in the code are assigned and the 
input acceleration signal is entered. The second part, “Convert Input(s) to Float”, is where the 
force and displacement feedback values of the actuator are assigned to the variables 
representing the force and displacement, respectively, for subsequent calculations within the 
code. A screen shot of the “Convert To Float Algorithm Dialog Box” is shown in Figure 5.5. The 
third part, “Reversed Polish Notation (RPN) Calc”, is the main part of the DSP code where all the 
computations are made. When the code file is uploaded to the PI, the operations to be executed 
can be monitored line by line in an RPN calculator format. A screen capture for the “RPN 
Algorithm Definition Dialog Box” is shown in Figure 5.6. Moreover, the computed displacement is 
sent to the controller as an analog signal in this part of the HSS. The physical connection for 
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signal transfer to the controller is a cable where one end is connected to the DSP card in the 
Data Acquisition system and the other end is connected to the controller as shown in Figure 5.7. 
The last part in the HSS implementation, “Float To Mux2”, is used to store the values of the 
requested parameters in computed channels such that these quantities can be retrieved from the 
Data Acquisition system in the same way as the channels used for measuring instruments, e.g. 
strain gauges, accelerometers, or displacement transducers. 

  

Figure 5.3 PI Data Acquisition system and DSP card (identified by the light rectangle box) used in the 
HSS developed at UC Berkeley 

Source: this report 

 

Figure 5.4 DSP Solution Builder Dialog Box screen where the four parts of the HSS implemented in the 
DSP Card are identified with check markers 

Source: this report 
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Figure 5.5 Convert To Float Algorithm Dialog Box screen that shows the second part of the HSS 
implementation 

Source: this report 

 

Figure 5.6 RPN Algorithm Definition Dialog Box screen that shows the third part of the HSS 
implementation where the DSP code represented in RPN calculator format 

Source: this report 
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Figure 5.7 Physical connection for sending calculated displacement from the Data Acquisition system to 

the controller 

Source: this report 

The shaking table, controller, Data Acquisition (DAQ) system, and the specimen (insulator post) 
tested using the developed real-time HSS are shown in Figure 5.8. As marked in the figure, the 
DAQ system also contains the computational platform through the DSP I/O module. A 
summary of the process outline of the developed real-time HSS is as follows: 

1. The computations are made in real-time in the DSP card (computational platform). 

2. The displacement computed by the DSP is sent to the controller with a physical cable 
transfer as shown in Figure 5.7 (there is almost no time loss during this data transfer). 

3. The controller commands the computed displacement to the actuator connected to the 
uniaxial shaking table. 

4. At the completion of the displacement command within the allocated time (full or part of 
the integration time step depending on the integration algorithm), the algorithm proceeds 
with step 1 using the force feedback acquired by the DAQ system. 

Uniaxial 
shaking table

Insulator 
(specimen)

Controller

DAQ system and 
computational platform

 

Figure 5.8 Components of the developed HSS 

Source: this report 
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5.4 HSS Validation 

Testing and validating the developed HSS is a crucial step that needs to be satisfied before 
processing and discussing the HS tests conducted on the single insulator. In general, the HSS 
stability and effectiveness are governed by several parameters associated with the idealized 
SDOF system or those associated with the adopted explicit integration algorithm. Thus, 
different aspects were considered in HSS validation. Firstly, the command and feedback were 
compared to check for any actuator delays, and appropriate error compensation was adopted 
accordingly. Next, the online updated signal was applied at different scales, and then the 
plotted signals were factored to the same scale. Because of the system linearity, the factored 
signals should all match to verify that the integration scheme was implemented properly. 
Finally, the effect of force feedback was investigated to see how it would affect the updated 
signal. 

5.4.1 Command versus Feedback 
The main check for a preliminary validation of the HSS is the validation of the closed loop 
control, i.e. how the actual table signal (measured feedback from the table) compares to the 
computed signal (target command resulting from the computational model). The command 
(target) displacement computed via the implemented HSS, and retrieved from one of the 
computed channels in the DSP card, is compared to the feedback displacement that is measured 
from an LVDT connected to the actuator, and consequently, reflects the shaking table response 
to the applied signal. Figure 5.9 shows such comparison for a typical HS test in this study. 

As suggested by Figure 5.9, there is a good match between the two signals, which means that 
the shaking table is capable of applying the computed target displacements accurately. 
However, a close-up view of the target and feedback displacements in Figure 5.10 shows a lag 
between the command and feedback, even though there is a good match in the trace. It was 
necessary then to compensate for the experienced delay. 

5.4.2 Error Compensation 
Actuator delay or phase lag is one of the most common experimental errors associated with 
real-time HS testing. Several studies focused on assessing and compensating for such errors as 
previously mentioned in the “Background” Section. Phase lag does not only induce errors but 
also leads to negative damping which may cause instability during real-time HS (Nguyen and 
Dorka, 2009). Thus, it was crucial to eliminate or at least reduce the effect of the experienced lag.  

A simple feed-forward error compensation scheme was implemented in the developed HSS in 
order to overcome the time lag problem. This feed-forward error compensation scheme consists 
of adding the estimated error in displacements to the command signal as a function of the 
actuator velocity. This is a simplified version of the scheme proposed by Elkhoraibi and 
Mosalam (2007). Using a preliminary HS run, the error (expressed as the difference between the 
command and the feedback) is plotted against the actuator velocity and a piece-wise linear 
function is fitted as shown in Figure 5.11. After compensating for the error using the feed-
forward scheme, there was a substantial improvement in the displacement tracking as shown in 
Figure 5.12. 
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Figure 5.9 Computed command displacements (target) compared to measured actuator and shaking 
table displacements (feedback) 

Source: this report 

10 10.5 11 11.5 12 12.5 13
-4

-2

0

2

4

Time [sec]

D
is

pl
ac

em
en

t [
in

ch
]

 

 
Command
Feedback

 

Figure 5.10 Close-up view for computed command displacements (target) compared to measured 
actuator and shaking table displacements (feedback) 

Source: this report 
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Figure 5.11 Relationship between the displacement error due to time lag and the velocity of the actuator 

Source: this report 
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Figure 5.12 Displacement tracking without (left) and with (right) feed-forward error compensation 

Source: this report 

 
5.4.3 Implemented Algorithm check 
An important aspect of HSS validation is to check the implemented algorithm is independent of 
the input parameters. A suggested procedure for this check was to use the conclusion about 
linearity of system drawn from the previous substructured tests, i.e. within the maximum 
performance capacity of the shaking table and actuator, the porcelain insulator did not fail in 
dynamic testing. Therefore, it is expected that the insulator is behaving linearly in this level of 
dynamic testing.  

To check the HSS algorithm, both the command and feedback displacements obtained from 
runs of different input signals are expected to scale (varying between 10% and 25%) linearly up 
to the 25% level, e.g. to reproduce the results of the 25% run, the 10% run can be scaled by a 
factor of 25/10. It is worth noting that the choice of the scales 10%, 20%, and 25% was random 
to represent different intensities. The obtained factored command displacements are plotted 
and compared in Figure 5.13, while the feedback displacements are compared in Figure 5.14. As 
shown in these two figures, all the plots are exactly matching, which emphasis that the insulator 
behavior is linear and the integration algorithm is properly implemented. Consequently, this 
also indicates that the HSS can accommodate different levels of testing properly while the 
implemented integration algorithm stays stable and working well at such intensity levels. The 
100% scale testing was also achieved properly without any instability problems as discussed in 
HS tests comparisons versus the PEER full switch test in next section. 
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Figure 5.13 Displacement command for different input signal scales linearly scaled to 25% 

Source: this report 
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Figure 5.14 Displacement feedback for different input signal scales linearly scaled to 25% 

Source: this report 
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5.4.4 Effect of Force Feedback 
The last aspect to consider when validating the developed HSS is to study the effect of force 
feedback in computations. This is crucial since the main objective of the HSS is to update each 
command step or increment based on the force feedback (f) as previously illustrated in Figure 
5.2. Two runs were conducted where all the parameters were the same except for considering 
the force feedback in signal computations. Thus, one run did not consider the force feedback for 
updating the input, while the second run did. 

In this case, the focus was on how the computed signal is affected by the force feedback. Thus, it 
was more appropriate to compare the relative target displacement instead of the total one 
where relative here indicates the difference between the total target displacement computed at 
the SDOF of the free end of the spring and the ground displacement applied to the fixed end of 
the spring. Figure 5.15 shows the relative target displacements with and without considering 
force feedback. The case of not considering force feedback is simply the case of computing the 
command signal from the SDOF spring only, while considering the force feedback introduces 
the interaction between computational substructure spring and the physically modeled 
insulator, which formulates a 2 DOF system with higher stiffness than the case of the SDOF 
spring due to the added insulator lateral stiffness. Therefore, a reduction may be expected in the 
amplitudes of the computed relative displacements when the force feedback is considered due 
to the higher stiffness of the 2 DOF system relative to the SDOF spring stiffness. This is shown 
in Figure 5.15 where relative displacements are smaller when considering force feedback. 
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Figure 5.15 Comparison of relative command (target) displacements for cases with and without force 
feedback considerations 

Source: this report 

5.5 HS Tests 

The HS test setup, Figure 5.8, and instrumentation are the same as those used in the offline 
substructured tests discussed in Chapter 4. The HS testing included both insulator setups 
previously mentioned; the one used for static tests without live parts and the one used in the 
full switch test with live parts. However, only the test with live parts, shown in Figure 5.16, is 
discussed here for its validity for comparison with the full switch test conducted on the PEER 
shaking table.  



 99 

Following similar procedure as used for the substructuring tests discussed in Chapter 4, the 
response quantities measured from the HS test are compared to the corresponding quantities 
from the previous 230-kV full switch test on the PEER shaking table. In the previous 
substructured test, a good comparison was already achieved when the offline generated signal 
was used. Thus, verifying the developed HSS can be achieved if the insulator response is 
comparable to that of the full switch test. 

The ground motion that was applied in the HS test considered the 100% scale signal. Thus, 
comparison with the PEER test can be achieved directly without any scaling. The considered 
response quantities for comparison include the insulator natural frequency determined from 
spectral acceleration plot, accelerations at top of the jaw post, relative displacements between 
the top and bottom of the jaw post, and the strains in two opposite sides at the bottom of the 
jaw post.  

 

Figure 5.16 Setup on the small shaking table at UC Berkeley for HS testing of a 230-kV switch porcelain 
insulator post with live parts 

Source: this report 

The accelerations measured at the top of the insulator post along the shaking table axis 
(excitation direction) are compared in Figure 5.17 with the jaw post top accelerations measured 
in the corresponding direction during the Open-Open configuration of the full switch test on 
the PEER shaking table. Although the two records are not exactly matching, the values and 
overall trend are very close. When the same acceleration records are post-processed using 
response spectrum method, the obtained spectral accelerations for both the HS and the PEER 
tests are shown in Figure 5.18. The largest deduced peak reflects the resonance at the natural 
period of the structure. The good match in the natural period of the HS and PEER tests indicates 
that the calibrated SDOF spring model interacting with the insulator post can reproduce the 
same dynamics as the full switch.    
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The second response sought for comparison is strain measured at two opposite sides at the jaw 
post bottom. Figure 5.19 shows the strain comparison for HS and PEER tests. It is helpful to 
express the strains in this way since it is easier to read the range of induced strains at two 
opposite sides in one plot. The peak strain values were almost reproduced using the HS test. 

The last comparison is held for displacements. Both the total and relative displacements were 
compared for the HS and PEER tests. Figure 5.20 shows the comparison between total 
displacement measured at the jaw post top for both the HS and PEER tests. The two 
displacement records are plotted on top of each other for a part of history in a close-up view to 
better appreciate the good match achieved in total displacements. The relative displacements 
between the jaw post top and bottom are compared in Figure 5.21. Despite all the differences 
between the uniaxial HS test and the triaxial full switch test, the relative displacements are 
reasonably comparable.  

Several conclusions can be drawn from the good match of the HS test results with the PEER full 
switch test results. However, the main conclusion is that it is reasonable to state that a valid and 
well-developed HSS has been achieved within practical limitations. That is because the HSS was 
not only able to reproduce the offline signal used in substructured test, but it reproduced the 
whole full switch test to a great extent.  
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Figure 5.17 Comparison of jaw post top accelerations along excitation direction in the uniaxial HS test 
and the corresponding direction in the 230-kV full switch PEER test 

Source: this report 



 101

0 0.2 0.4 0.6 0.8 1
0

10

20

30

40

50

60

 

 

Period= 0.209

Period [sec]

S
pe

ct
ra

l A
cc

el
er

at
io

n 
[g

]
Period= 0.195

HS Test
PEER Test

 

Figure 5.18 Spectral accelerations at jaw post top with fundamental vibration period shown for both HS 
test of single insulator post and 230-kV full switch PEER test 

Source: this report 
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Figure 5.19 Comparison of strains in two opposite directions at jaw post bottom in case of HS test and 
230-kV full switch PEER test 

Source: this report 



 102

0 10 20 30 40 50 60
-6

-4

-2

0

2

4

6

Time [sec]

D
is

p.
 [i

nc
h]

 

 
HS Test

0 10 20 30 40 50 60
-6

-4

-2

0

2

4

6

Time [sec]

D
is

p.
 [i

nc
h]

 

 
PEER Test

9 10 11 12 13 14 15 16 17 18 19 20
-6

-4

-2

0

2

4

6

Time [sec]

D
is

p.
 [i

nc
h]

 

 
HS Test
PEER Test

  

Figure 5.20 Comparison of jaw post top total displacements along excitation direction in uniaxial HS test 
and corresponding direction in 230-kV full switch PEER test with a close-up view of part of the time 

history 

Source: this report 
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Figure 5.21 Comparison of jaw post top and bottom relative displacements along excitation direction in 
uniaxial HS test and corresponding direction in 230-kV full switch PEER test 

Source: this report 

 

5.6 HSS Parametric Study 

The main power of the developed HSS lies in its flexibility to study the seismic response of 
insulator posts for different support structure configurations through proper calibration of 
computational model. In this section, the effect of two different structural properties of 
disconnect switch support structures is discussed. These are the support structure stiffness, 
represented by spring stiffness in the adopted SDOF model, and the damping ratio of the 
structure. The same value for the lumped mass is used throughout the study, while varying 
either the spring stiffness or damping ratio one at a time. 

The discussion here in this section focuses only on how the updated signal would change when 
either the spring stiffness or damping ratio is changed. A more extensive study for the effect of 
the stiffness change on the insulators is discussed from a different perspective in Chapter 7. 
Chapter 7 compares and evaluates the seismic response of both porcelain and composite 
insulators for the wide range of different support structure configurations presented in this 
section. A suggested framework for optimizing the support structure stiffness to minimize the 
developed straining actions in the insulator posts is thus advised accordingly. However, before 
the parametric study discussions, it is beneficial to describe first how the HSS parameters were 
calibrated and chosen to reflect real practical cases. 
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5.6.1 Choosing Study Parameters 
As it can be understood from the previous review of the HSS concept and implementation, 
several input parameters are required as input for the HS computational model. These are the 
mass, stiffness and damping ratio values for the spring model. Since these parameters are 
expected to accurately represent the support structure used in the disconnect switch, it was 
crucial to obtain more details about 230-kV disconnect switches in general, and the exact 
support structure used in the previous PEER shaking table test in particular. 

The sought information about dimensions and sections of the support structure was collected 
from an available structural drawing of the support structure. This drawing, shown in Figure 
5.22, was provided among a full set of drawings needed for the switch assembly on the shaking 
table when tested in 2008. A linear elastic model of the support structure was developed next 
using SAP2000 to conduct basic linear analyses to determine the equivalent frame stiffness, 
mass, and natural periods. The three-dimensional model of the 230-kV switch support structure 

is shown in 

X: In‐plane direction 
Y: Out‐of‐plane direction 

Y

X 

Z

 

Figure 5.23. The obtained parameters were further checked and calibrated through period 
matching with the full switch tested in 2008 as mentioned in the previous section and shown in 
Figure 5.18.  
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Figure 5.22 Structural drawing for the support structure used in the 230-kV disconnect switch test on the 
PEER shaking table in 2008 

Source: Southern States Switches 

 

X: In‐plane direction 
Y: Out‐of‐plane direction 

Y

X 

Z

 

Figure 5.23 Three-dimensional SAP2000 FE model of the support structure for the 230-kV disconnect 
switch 

Source: this report 
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For the sake of the stiffness effect study, it was desired to choose new stiffness values that, 
although varied from actual switch tested, were reasonable enough to reflect real practical 
applications and needs. It was previously shown in Chapter 3 that different practices are 
adopted during field installation of disconnect switches such as the grout packing at the 
support bases. Although in the particular case of 550-kV switches, the grout packing was found 
not to affect the structural stiffness, in general such grout packing can be viewed as a practical 
means for adjusting the switch supports and boundary conditions. Accordingly, one factor that 
was considered when varying the support structure stiffness is boundary conditions. Another 
factor is related to the nature of the lateral bracing used in a typical 230-kV switch support 
structure. There is always a chance of losing the structural contribution of braces to the frame 
stiffness because of yielding or buckling during earthquakes.  

Based on the above discussion, several cases for the support structure were modeled in 
SAP2000 and equivalent lateral stiffness was determined. For example, different boundary 
conditions such as hinges and full fixation at the base were adopted. For each different 
boundary conditions case, the frame was modeled with and without braces. The considered 
lateral stiffness is the quotient of applied lateral force and obtained lateral displacement from 
linear analysis. A summary of the mentioned examples of support structure configurations and 
computed stiffness from SAP2000 analysis results is shown in Table 5-2. 

The second parameter that was varied also is the damping ratio. It is known that viscous 
damping could not be determined from structure dimensions or properties; however common 
engineering values could be used instead (Chopra, 2006). For a steel frame, a reasonable range 
for varied damping ratio is 1% - 5%.  

 

 

 

Table 5-2 Examples of different support structure configurations considered for studying the 
effect of the stiffness through HS experimental parametric study 

SAP2000 Model Model features Out-of-plane 
response 

In-plane 
response 

 

- Full fixation 

at all 

supports. 

- All lateral 

bracing are 

included. 

- F = 5 kips 

- Disp. = 0.078 

inch 

- K = 64.1 

kips/inch 

- F = 5 kips 

- Disp. = 0.024 

inch 

- K = 208.3 

kips/inch 
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- Full fixation 

at all 

supports. 

- No lateral 

bracing 

included. 

- F= 5 kips 

- Disp. = 1.9 

inch 

- K = 2.6 

kips/inch 

- F= 5 kips 

- Disp. = 0.18 

inch 

- K = 27.8 

kips/inch 

 

- Hinges at all 

supports. 

- All lateral 

bracing are 

included. 

- F= 5 kips 

- Disp. = 0.082 

inch 

- K = 60.9 

kips/inch 

- F = 5 kips 

- Disp. = 0.026 

inch 

- K = 192.3 

kips/inch 

 

- Hinges at all 

supports. 

- No lateral 

bracing 

included. 

- F= 5 kips 

- Disp. = 13.73 

inch 

- K = 0.4 

kips/inch 

- F= 5 kips 

- Disp. = 0.69 

inch 

- K = 7.2 

kips/inch 

Source: this report 

5.6.2 Effect of the Spring Stiffness 
The effect of the spring stiffness on the computed relative target displacements was investigated 
through different stiffness values that covered all the range of values determined from SAP2000 
models and previously shown in Table 5-2. It is worth noting that the HS tests included in the 
parametric study were carried out using an out-of-plane updated signal. That is because the 
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typical 230-kV support structure is less stiff in the out-of-plane direction as understood from the 

frame model shown in 

X: In‐plane direction
Y: Out‐of‐plane direction

Y

X 

Z

 

Figure 5.23. The designation of the in-plane and out-of-plane directions is also shown in the 
same figure. 

The chosen stiffness values ranged from 2.2 kips/in. to 65 kips/in. and included: 65, 60, 55, 50, 
44, 40, 35, 30, 22, 16, 11, 7, 4.4 and 2.2 kips/in. The calibrated model that was used before any 
parametric studies were conducted for comparison with the PEER test embraced a 55 kips/in 
spring stiffness, thus many of the chosen stiffness values reflected more flexible boundary 
conditions and with braces absent.  A comparison between the resulting relative command 
displacements for a 10% scale test for three selected values representing flexible configurations 
of support structure is shown in Figure 5.24. Another class of stiffer structures that are 
represented by higher stiffness values is shown in Figure 5.25. The basic ground motion input to 
the HSS was a 10% scale of the IEEE693-spectrum compatible signal used in the previous full 
switch seismic qualification test as mentioned before. From the figures, it is clear that decreasing 
the stiffness value increases the computed relative displacements, as expected. However, the 
computed displacement is more sensitive in case of flexible support structures because the 
interaction with the physical insulator post, reflected by the force feedback, becomes more 
significant as it affects the dynamics of the hybrid structure (physical specimen + analytical 
model). Accordingly, a small reduction in the stiffness in the flexible support structure cases 
causes a huge increase in the displacement unlike the stiffer cases where the effect of the force 
feedback is less significant.  
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Figure 5.24 Comparison of relative command displacements for three spring stiffness values representing 
flexible support structure configurations in 10% scale tests 

Source: this report 
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Figure 5.25 Comparison of relative command displacements for three spring stiffness values representing 
stiffer support structure configurations in 10% scale tests 

Source: this report 

5.6.3 Effect of the Damping Ratio 
The effect of the damping ratio, ζ, on the computed relative target displacements was 
investigated through three damping ratios compatible with steel frames, namely 1%, 3%, and 
5%. For each HS run, a 10% scale of the input signal was applied and updated consequently 
using one of the flexible frame configurations (k = 4.4 kips/in.) where damping effect is 
expected to more significant. A comparison between the resulting relative command 
displacements for the three cases is shown in Figure 5.26. From the figure, it is concluded that 
the experienced relative displacements for the interacting support structure model and single 
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insulator specimen was reduced when higher damping ratios were used. This is again expected 
since a higher damping ratio should reduce the amplitude of experienced dynamic response. 
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Figure 5.26 Comparison of relative command (target) displacements for three damping ratios for 10% 
scale tests with flexible support structure configuration (k = 4.4 kips/in.) 

Source: this report 
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6 Polymer Insulator Static and Hybrid Simulation 
Tests 

6.1 General 

The first phase of the experimental study focused on static and dynamic testing of porcelain 
insulators and was discussed in the previous chapters. A different type of insulators was sought 
for the second phase of the study. That is composite (polymer) insulators that are similar in 
geometry to the porcelain ones.  

The experimental study of the composite insulators included static and dynamic HS testing. 
Similar to the porcelain insulators, an experimental parametric study was conducted for the 
composite insulators using different support structure configuration that are represented 
through the stiffness input parameter in the HSS. The conducted static tests and a typical HS 
dynamic test results are presented in this chapter, while the parametric study is presented in 
Chapter 7 along with further discussion and comparisons with the porcelain insulator 
parametric study. The discussion of both porcelain and composite parametric studies are 
combined in Chapter 7 for consistent and complete comparisons.  

This chapter is divided into several sections. Firstly, a brief description of the tested 230-kV 
hollow core composite insulator posts is introduced. Next, the first complete set of static tests 
carried out on two similar insulators is discussed. Three different tests were conducted, namely 
snap-back tests to determine the insulator natural frequency, pull-back tests to determine the 
insulator stiffness, and one of the specimens was pulled until failure to determine the Specified 
Mechanical Load (SML) value. Although SML is usually used to refer to the bending moment at 
failure where mechanical damage is irreversible, it is used throughout this report to express the 
failure load directly for convenience, and not the corresponding bending moment at the base.  

The second specimen was subsequently tested dynamically using the developed HSS. The 
dynamic behavior of the composite insulator from a 100% scale HS test is presented. Numerous 
dynamic HS tests were conducted on the composite insulator using different HSS parameters. 
However, the discussion of these tests is presented separately in Chapter 7, as mentioned 
before, for the purpose of comparison of the results of such tests with their counterpart from the 
porcelain insulator parametric study. 

Finally, the second specimen used in the dynamic tests was used again in a similar set of static 
tests conducted for the first specimen, i.e. snap-back, pull-back, and pull-until-failure static 
tests. These tests were conducted to capture any changes in the mechanical properties, if any, 
after the intensive HS shakings. 

6.2 Composite Insulators 

Composite insulators are a competitive alternative of ceramic insulators in high voltage 
substations and disconnect switches. Typically, a composite insulator consists of a fiber 
reinforced polymer (FRP) tube covered with silicone rubber sheds which offer several 
advantages over a traditional ceramic insulator.  

The inherent advantages of FRP improve the composite insulators performance over varying 
mechanical and environmental conditions. The composite core, which can be either solid or 
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hollow, provides a strong and light construction that remains flexible and undamaged under 
varying mechanical loads. The silicone rubber sheds ensure reliable performance in harsh 
environmental conditions. Accordingly, the polymer insulators have several advantages as 
follows:  

- Excellent anti-pollution performance which makes them suitable for highly air polluted 
environment; 

- Self-cleaning and thus offer economical maintenance especially when used in difficult to 
maintain situation;  

- Light weight which not only lead to easier and economical handling, transportation and 
installation, but can also lead to significant reduction in inertia forces and seismic demands 
during earthquakes; 

- Non-brittle construction which can reduce personnel injury and property damage due to 
electrical apparatus failure. 

Two hollow core 230-kV composite insulators were used in this study. One of the tested 
composite insulators is shown in Figure 6.1 along with a schematic drawing that shows the 
geometry and dimensions of the insulator. A cross-section of a part of the insulator is shown 
schematically in Figure 6.2 to represent the main components of a typical hollow core composite 
insulator. 

  

Figure 6.1 230-kV hollow core composite insulator 

Source: Tyco Electronics, Axicom Insulators 
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4

1

 

Main components of hollow core 
composite insulator: 

1- FRP tube (epoxy impregnated and 

fiber glass reinforced) 

2- Housing grey silicone rubber weather 

sheds 

3- Hollow core filled with moisture 

absorbing foam 

4- Aluminum alloy flange (metallic cap) 

Figure 6.2 Schematic vertical cross-section in hollow core composite insulator showing the main 
components and different materials 

Source: this report 

A brief description for each of the main components of the insulators tested in this project and 
shown in the previous schematic cross-section is presented in the following paragraphs. This is 
followed by a comparison between the electrical and mechanical properties provided by the 
manufacturer for the tested 230-kV hollow core composite and one of the tested porcelain 
insulators as summarized in Table 6-1 and Table 6-2, respectively. The first test porcelain 
insulator had the same geometry as composite insulators and was used in the static tests and 
substructured dynamic tests without live parts. On the other hand, the second porcelain 
insulator had slightly different geometry from composite insulators and was used in HS tests 
with live parts. In spite of the different geometry, the comparison in mechanical and electrical 
properties used the second tested porcelain insulator because it was considered also in seismic 
behavior and HS testing comparisons discussed in Chapter 7. The comparison shows that the 
mechanical properties of composite insulator vary from the porcelain, while the electrical 
properties are close for the two types. 

High strength tube (Figure 6.2 (1)) 

The tube is an internal insulating part of the composite hollow insulator and is designed to 
ensure certain mechanical characteristics. It is generally manufactured of resin-impregnated 
glass fibers. The impregnation resin is an epoxy resin with properties satisfying requirements of 
high voltage and outdoor applications. The fibers are arranged in such a manner to achieve 
specified mechanical strength and to guarantee the lowest deflection under cantilever load. 

High quality silicone rubber housing (Figure 6.2 (2))  

The silicone rubber housing is directly molded onto the tube. The housing, as the external 
insulating part of a composite hollow insulator, performs the necessary electrical functions like 
insulation through the creepage distance as well as acting as environmental protection. Special 
purpose silicone rubber is developed and applied for the high voltage insulators. This silicone 
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rubber has outstanding properties like tracking and erosion resistance, UV resistance, flexibility, 
high tear strength and a very high and long-term stable hydrophobicity. The stable 
hydrophobicity of the silicone rubber housing is responsible for providing the self-cleaning and 
maintenance-free properties of composite insulators. 

Closed cell foam (Figure 6.2 (3))  

The inside of the hollow core insulator is completely filled with closed cell foam. This foam 
material is firmly bonded to the inside of the tube. Its main purpose is to ensure the insulation 
electrical strength and avoid water accumulation inside the tube during the lifetime of the 
insulator. 

Corrosion resistant flanges (Figure 6.2 (4)) 

The end flanges are part of the composite hollow insulator and they are assembled with the 
tube in order to transmit the mechanical loads and provide the necessary seals to the supporting 
and adjacent structures. The end flanges are typically made of aluminum alloy castings in order 
to provide a high performance and corrosion resistance. 

Table 6-1 Comparison between electrical properties of the tested 230-kV hollow core composite 
and porcelain insulators 

Electrical Property Composite 
Insulator 

Porcelain 
Insulator 

Impulse withstand [kV] 900 1050 
Critical impulse flashover, pos. [kV] 1010 1210 
Low-frequency wet withstand [kV] 385 455 

Highest system voltage [kV] 230 230 
Source: this report 

Table 6-2 Comparison between mechanical properties of the tested 230-kV hollow core composite 
and porcelain insulators 

Mechanical Property Composite 
Insulator 

Porcelain 
Insulator 

Weight [lb] 94 440 
Height [in.] 80 +/- 1/8 92 +/- 1/8 
No. of sheds 2×36 2×19 

Cantilever strength [kip] 0.95 3.00 
Deflection @ 40% cantilever strength [in.] 0.72 0.38 

Tensile strength [kip] 20 25 
Compression strength [kip] 60 90 
Torsional strength [kip-in] 40 90 

Source: this report 

6.3 Static Tests on Composite Insulators 

A complete set of static tests was conducted on two hollow core composite insulators as 
previously mentioned. The tests included snap-back, pull-back, and pull-until-failure loadings. 
The objective of the snap-back tests was to determine the insulator natural frequency, while that 
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for the pull-back tests, with loading and unloading cycles, was to determine insulator stiffness 
and any residual displacements. After carrying out the snap-back and pull-back tests of the two 
test specimens, one of them was pulled until failure to determine the Specified Mechanical Load 
(SML) value, while the second one was used in the dynamic HS tests and experimental 
parametric study discussed in following sections.  

For the static tests, the composite insulator was mounted in a steel reaction frame at the 
Structures laboratory of UC Berkeley. The used test setup and instrumentation are shown in 
Figure 6.3. The procedures and results of each test are presented in the following sub-sections. 

 

Figure 6.3 Test setup and instrumentation (accelerometer, wire potentiometers, dial gauge, and strain 
gauges SG#7 on metallic cap, SG#4 and SG#5 on polymer tube) used for composite insulator static tests 

Source: this report 

6.3.1 Snap-back Tests 
The first type of test conducted on composite insulators as required by IEEE Standard 693-2005 
is a snap-back test where the insulator is pulled to a value of 3/8 SML then suddenly released to 
allow free vibration and determine the natural frequency. For testing the first specimen, an 
approximate value of SML (2.2 kips) provided by the manufacturer was used to pull the 
insulator to 3/8 of that value. It is worth noting that a more accurate SML determination test 
was later carried out. Moreover, the first specimen was the same one that was pulled until 
failure to determine the more accurate SML value. Therefore, the snap-back test for the second 
specimen used the more accurate value of SML determined from the first specimen failure test. 
Note that both specimens were identical and provided by the same manufacturer.   

As shown in Figure 6.4(a), the specimen was pulled using a cable attached to the actuator from 
one side and the insulator top from the other side using force control. When the sought force 
value was achieved, the cable was cut suddenly, and the insulator was left to vibrate freely. The 
recorded accelerations at the insulator top were used to determine the natural frequency of the 
composite insulator. A set of different cables and cable cutters were used for the snap-back 
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tests, Figure 6.4(b). A snap shot of the test when the cable was just cut during one of the snap-
back tests is shown in Figure 6.5. 

  
(a)                                                                             (b) 

Figure 6.4 (a) A close-up view of cable connections to the actuator and insulator for snap-back tests (b) A 
set of different cables and cable cutters used for snap-back tests 

Source: this report 

When the cable was cut and the insulator started vibrating, the accelerations were recorded at 
the top of the insulator. A typical acceleration history recorded in one of the snap-back tests is 
shown in Figure 6.6. The recorded acceleration time history was post-processed and plotted in 
the frequency domain using Fast Fourier Transform (FFT). The peak Fourier amplitude, 
indicating resonance, reflects the natural frequency (first mode of vibration) of the composite 
insulator post. The natural frequency of the insulator was determined to be 11.11 Hz as shown 
in Figure 6.7.  

 

Figure 6.5 Cable cutting in a snap-back test to suddenly release the insulator for free vibration 

Source: this report 
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Figure 6.6 Typical acceleration time history recorded at the top of the composite insulator after cable 
cutting 

Source: this report 
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Figure 6.7 Typical FFT of a snap-back test showing the insulator natural frequency 

Source: this report 

 
The snap-back test was repeated several times for each specimen using different load values as 
summarized in Table 6-3. The frequency was the same for the two tested specimen and for the 
repeated tests as shown in Table 6-3. It is noted that the snap-back test used for the composite 
insulator posts is more reliable in determining the natural frequency than the hammer impact 
test used earlier in this study for the porcelain insulator posts. 
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Table 6-3 Summary of snap-back test results for composite insulator posts 

 Run # 
Applied load

[lb] 
Natural frequency 

[Hz] 
Remarks on applied load 

Specimen #1 
1137 840 11.11 3/8×2250;  SML provided by 

manufacturer 1138 840 11.11 

Specimen #2 
1155 1055 11.11 3/8×2810; SML found 

experimentally from specimen #1 1156 1055 11.11 
Source: this report 

6.3.2 Pull-back Tests 
The second test conducted was the pull-back test with loading-unloading cycles to determine 
the insulator stiffness and residual displacement. The same setup used for the snap-back test 
was used for the pull-back test, but high strength straps were used instead of the cables to 
ensure the load transfer to the insulator post without minimal strap extension or relaxation. 
Figure 6.8(a) shows one of the tested specimens during the pull-back test, while Figure 6.8(b) 
shows a close-up view of the dial gauge mounted at the insulator top indicating a measure of 
the residual displacement. The upper view shows the gauge reading of 0.600 inch in one of the 
tests before loading started, while the lower view shows the gauge reading of 0.586 inch after 
unloading. Accordingly, the residual displacement was 0.600 – 0.586 = 0.014 in. for this specific 
test. It is to be noted that the same value was confirmed by the displacement wire potentiometer 
reading. The residual displacement for each test is summarized in Table 6-4. 

Although only pull-back test at 0.5 SML is required (IEEE Standard 693-2005), different levels of 
load were applied using different runs on the two specimens. Similar to the snap-back tests, the 
0.5 SML pull load used for the first specimen was estimated based on the approximate SML 
value provided by manufacturer. However, the experimentally determined SML value (2810 
lbs) was used for the second specimen. For each run, the force-displacement relationship was 
plotted and the slope reflecting the insulator stiffness was computed. A typical force-
displacement relationship from one of the runs is shown in Figure 6.9. Figure 6.10 shows strains 
measured at the compression side at both the metallic cap and the polymer tube plotted against 
the applied force. It is worth noting that the strains induced in the polymer section are 
approximately 6 times higher than those on the aluminum metallic cap. A summary of the 
different runs is given in Table 6-4.  
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(a)                                                                    (b) 

Figure 6.8 (a) A pull-back test in progress (b) Dial gauge reading before loading is 0.600 in. (upper) and 
after unloading is 0.586 in. (lower) with a residual displacement at insulator top of 0.014 in.  

Source: this report 
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Figure 6.9 Typical force-displacement relationship from pull-back test of the composite insulator post 

Source: this report 
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Figure 6.10  Force versus strains measured at the compression side at the insulator bottom at the 
polymer tube and metallic cap during one of the pull-back tests 

Source: this report 

 

Table 6-4 Summary of pull-back test results for the tested composite insulator post specimens 

 Run # 
Applied 

Load 
[lb] 

Residual 
Displacement 

[in.] 

Stiffness 
[lb/in.] 

Remarks on applied load 

Specimen #1 
1132 600 -- 578.9 -- 

1147 1125 0.100 573.4 0.5×2250;  SML provided 
by manufacturer 

Specimen #2 

1156 600 -- 580.2 -- 

1157 900 0.014 576.2 -- 

1158 1409 0.025 571.3 
0.5×2819; SML found 
experimentally from 

specimen#1 
Source: this report 

6.3.3 Pull-until-failure Test (SML-determination Test) 
Since the manufacturer provided only an estimate of the SML load, it was desirable to 
accurately determine the SML value and mode of failure of the hollow core composite insulator 
post. Therefore, the first specimen was pulled until failure, as shown in Figure 6.11. The 
obtained force-displacement relationship is shown in Figure 6.12 and values of displacement 
and load at failure are identified on the figure. Moreover, the strain induced in the polymer 
tube was tracked and the maximum strain reached at failure is shown in Figure 6.13. 
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Figure 6.11 Pull-until-failure to determine the SML and mode of failure for the first composite insulator 
post 

Source: this report 

 

Figure 6.12 Force-displacement relationship with the load and displacement values at failure identified 

Source: this report 
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Figure 6.13 Strain history at composite insulator base measured at the polymer tube at the tension side 
with failure strain identified 

Source: this report 

The failure load (referred to as SML for convenience) was considered as the very last point on 
the linear curve just when failure started. This corresponds to a failure load of 2.82 kips and 
displacement at failure of 5.25 inches as shown in Figure 6.12. This determined SML value was 
higher than the approximate value (2.2 kips) provided by the manufacturer and considered in 
the snap-back and pull-back tests carried out for the first specimen. Hence, this revised value 
was used for the second specimen tests.  

The failed insulator was thoroughly inspected to identify the mode of failure.  As shown in 
Figure 6.14, the mode of failure was separation between the polymer tube and aluminum cap in 
the metallic cap zone at the tension side. This was accompanied by popping sound due to 
failure of some fibers within the failure zone. The permanent deformation after failure in the 
insulator is identifiable from Figure 6.14.  

 
Figure 6.14 Mode of failure of the composite insulator post as separation between polymer tube and 

aluminum cap in the metallic cap zone at the tension side 

Source: this report 
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For further investigation of mode of failure, a vertical cut was performed at the composite 
insulator base after failure as shown in Figure 6.15. A close-up view at the section confirmed the 
separation between the polymer tube and metallic cap where the tube was pulled out only at 
the tension side. 

Compression Side Tension Pullout Side
 

Figure 6.15 Vertical cut at the composite insulator base after failure with close-up views of the polymer 
tube and the aluminum cap connection at the compression and tension pullout sides 

Source: this report 

The determined failure load is important since it represents the Specified Mechanical Load 
(SML) which is an important mechanical property of the composite insulator. The determined 
SML value was used to determine pull load for the snap-back and pull-back tests for the second 
tested specimen which was not pulled-until-failure but used for dynamic and HS testing. On 
the other hand, the maximum strain reached at failure is used in normalizing the obtained 
strains during HS dynamic tests to determine how far the state of the composite insulator post 
from failure state during HS earthquake loading as discussed in the following section.  

 

6.4 Hybrid Simulation Dynamic Tests 

6.4.1 Test Setup 
A detailed discussion of developing and validating the HSS for testing the 230-kV porcelain 
insulator posts was presented in Chapter 5. The same setup, instrumentation and HSS at the 
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Structures Laboratory of UC Berkeley were used for testing the composite (polymer) insulator 

post as shown in  

 

  

 

Figure 6.16. The live parts at the insulator top and steel channels and metallic base at the bottom 
were used in order to duplicate the same conditions for the porcelain insulator tests for 
subsequent comparison between the two types of insulator posts.  
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To capture any failure in the polymer insulator post during dynamic testing, two vertical linear 
transducers were added at the insulator base, as shown in 

 

 

  

 

Figure 6.16, to track any pullout of the polymer tube from the metallic cap. This was based on 
the observed mode of failure obtained from the static tests discussed in previous section. 

The main objective of the HS testing of the composite insulator post is to simulate replacing the 
porcelain insulator posts with composite ones in the 230-kV disconnect switches. For this 
purpose, it was desirable to study the response and behavior of the composite insulator post 
when used in a 230-kV disconnect switch, similar to the porcelain case, during a seismic 
qualification test conducted following the IEEE Standard 693-2005.  



 126

 

 

  

 

Figure 6.16 Test setup used for HS dynamic testing of the composite insulator (close-up view of the base 
shows the two vetical transducers  added to capture any pullout and failure initiation) 

Source: this report 

In a HS test, the physical specimen, which is the composite insulator post with the attached live 
parts, was tested on the shaking table using a displacement history computed and applied in 
real-time. The applied displacements were computed by the numerical solution of the 
governing equation of motion for a SDOF computational model representing the disconnect 
switch support structure, driven by an IEEE693-spectrum-compatible ground motion, using the 
force feedback from the physical specimen. More details about the concept and components of 
the HSS can be found in Chapter 5. The real-time HS testing is helpful in this study as it 
maintains the rate of loading effects in case of rate-dependent materials such as some composite 
materials as used in the composite insulator posts.  

Several dynamic HS tests were conducted for the composite insulator post and the results are 
presented in this section and Chapter 7. In this chapter, a discussion about how the composite 
insulator post performed during seismic qualification testing is presented. For this purpose, the 
HS test parameters were adjusted to replicate the porcelain 100%-scale HS test that matched the 
2008 full switch qualification test on the PEER shaking table (refer to Chapters 4 and 5 for more 
details). The test focused on tracking the displacements, accelerations, and strains that would 
develop in the composite insulator during an assumed composite switch qualification test 
analogues to that of the porcelain switch.  

Since no information is available about a disconnect switch that uses the available hollow core 
230-kV composite insulators, it was reasonable to assume a disconnect switch that uses exactly 
the same support structure and live parts used in the 230-kV porcelain case. However, to study 
different possibilities of support structures, a full experimental parametric study was conducted 
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and presented in Chapter 7 where several values of the spring model stiffness in the HSS were 
tested. Each assigned stiffness value represents a certain support structure configuration. 
Hence, the range of spring stiffness values used in the HS parametric study should reflect a 
wide spectrum of different support structure configuration. When properly post-processed, the 
data resulting from such parametric study can help in making reliable decisions about which 
support structures to use to avoid switch failures at the insulator components. In other words, 
the part of the study presented in Chapter 7 focuses on determining which support structure 
stiffness can minimize stresses, and consequently chances of failure, in the insulator during 
seismic qualification tests.  

Since the same parametric study has been conducted for porcelain insulators as well as the 
composite ones, a comparison between these two types of insulators was conducted as 
discussed in Chapter 7. This application of the developed HSS reflects the efficiency of the HSS. 
Considering the prohibitively large time and cost of an experimental full switch parametric 
study to characterize the support structure by testing different configurations, one can easily 
appreciate the benefits of the developed HSS. 

6.4.2 HS Test Results 
A full switch seismic qualification test aims at applying a code spectrum compatible ground 
motion. The switch qualifies only if all parts are functioning properly after the test. It is stressed 
that the purpose of the assumed qualification test is intended only to emphasize that the HS test 
parameters were calibrated to replicate the porcelain HS test that well-matched the 230-kV 
porcelain full switch seismic qualification test conducted on PEER shaking table in 2008.  

The seismic behavior of the composite insulator post is discussed using the measured 
accelerations, displacements and strains during the HS dynamic testing. First, the acceleration 
recorded at the top of the composite insulator during the 100%-scale test, with an IEEE693-
spectrum-compatible ground motion input to the HSS, is shown in Figure 6.17. The measured 
top accelerations are also compared to the input ground motion and acceleration measured at 
the shaking table level in Figure 6.18. It is to be noted that the shaking table level in a HS test 
represents the response to the computed signal on top of the support structure modeled in the 
HSS.  

Next, the strains measured in the composite insulator post using the two strain gauges attached 
directly to the polymer tube (SG#7 and SG#8 that corresponds to SG#4 and SG#5 in the first 
specimen shown in Figure 6.3) at two opposite sides are plotted against each other in Figure 
6.19. The strain history measured at SG#7 is shown in Figure 6.20. To compare the induced 
strains to those at failure, the measured strains are normalized using the maximum strains 
obtained at failure from the previously conducted static tests as shown in Figure 6.21. This 
figure shows that the maximum strains developed during the dynamic test were only 23% of 
the failure value. Thus, conducting a static test to determine the failure SML and its 
corresponding displacements and strains before any dynamic testing is clearly a useful practice. 
Accordingly and if possible, it is recommended, as a part of the suggested framework for testing 
composite insulators, to carry out failure static tests before conducting HS dynamic tests. 

The total displacements at different levels, previously defined for the acceleration time histories, 
are compared in Figure 6.22, while the relative displacement time history between the insulator 
top and bottom of the composite insulator post is shown in Figure 6.23. The displacements at 
these levels have comparable values similar to the porcelain insulators tested in an earlier stage 
of this study due to the similar dynamic characteristics (i.e. natural frequency and mode shape) 
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of the two types of insulators. At this point, it is beneficial to note that computational 
substructures employed in the testing of both types of insulators have the same properties and 
same ground motion is utilized as input to both of HSS systems. Accordingly, similarity of the 
response of the insulators is dictated by the similarity of the dynamic characteristics of the 
insulators.  

Finally, Figure 6.24 shows the vertical displacements measured at the insulator bottom using 
the added instrumentation, shown in 

 

 

  

 

Figure 6.16. The zero residual at the end of the test implies that no separation or pull out took 
place between the polymer tube and the metallic flange (cap), which emphasizes the test 
linearity for this 100%-scale seismic loading.   
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Figure 6.17 Acceleration time history at composite insulator top during the 100%-scale HS test 

Source: this report 
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Figure 6.18 Acceleration time histories at different levels during the 100%-scale HS test (Ground motion: 

input to the HSS computational model, Table: acceleration measured at insulator base attached to the 
shaking table) 

Source: this report 
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Figure 6.19 Strains measured at the composite insulator bottom at two opposite sides of the polymer tube 
during the 100%-scale HS test 

Source: this report 
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Figure 6.20 Strain time history measured on the polymer tube of the composite insulator bottom during 
the 100%-scale HS test 

Source: this report 

  
0 5 10 15 20 25 30 35 40 45 50 55

-0.2

-0.1

0

0.1

0.2

Time [sec]

S
G

#7
 / 

Fa
ilu

re
 s

tra
in

 

Figure 6.21 Normalized strain time history measured on the polymer tube of the composite insulator 
bottom during the 100%-scale HS test  

Source: this report 
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Figure 6.22 Total displacement measured at different levels: (a) Insulator top (b) Table level (insulator 
base and modeled support structure top) (c) Ground motion input to the HSS system (d) Comparison 

between three levels for part of the time history 

Source: this report 
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Figure 6.23 Relative displacement between the composite insulator post top and bottom during the 100%-
scale HS test 

Source: this report 
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Figure 6.24 Vertical displacement measured at the insulator bottom  during the 100%-scale HS test 

Source: this report 

6.5 Static Tests after HS Dynamic Tests 

After the HS dynamic tests and conducted experimental parametric study (Chapter 7), it was 
desirable to check whether any of the composite insulator properties has changed. If there were 
any changes, it could be a result of the large number of cycles imposed on the specimen during 
the numerous dynamic tests. However, the results of these static tests showed that none of the 
insulator properties changed after the dynamic tests as discussed in the following sub-sections.  

Similar to the first static test (before HS dynamic testing), snap-back tests were conducted to 
determine the insulator frequency. Moreover, the insulator was loaded and unloaded several 
times through pull-back tests to determine the stiffness and residual displacements. Finally, the 
insulator was pulled until failure to determine the load, displacement, and polymer tube strain 
at failure. The same test setup and instrumentation were used as shown previously in Figure 
6.3. The only difference in the instrumentation was the addition of vertical transducers attached 
to the insulator bottom during the dynamic testing and also used during the second set of static 
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tests. Such additional instruments, shown in 

 

 

  

 

Figure 6.16 for the shaking table tests, are shown in Figure 6.25 for the static test configuration. 
These instruments were introduced to capture any pullout of the polymer tube out of the 
metallic cap. 

 
Figure 6.25 Two vertical position transducers attached to the composite insulator post base to capture 

and track insulator failure and separation at the base 

Source: this report 

6.5.1 Snap-back Test 
Following the same procedures as before, the insulator top was attached to the force-controlled 
actuator through a steel cable. The insulator was pulled to 3/8 of the experimentally-
determined failure load from the first specimen tested before the dynamic tests (3/8×2810 = 
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1054 lb). The cable was then cut to suddenly allow the insulator to vibrate freely and the 
recorded accelerations were plotted in the time and frequency domains. The first and dominant 
peak in the frequency domain took place at the specimen natural frequency of 11.11 Hz as 
shown in Figure 6.26 - exactly the same frequency determined before any dynamic testing. 
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Figure 6.26 FFT of the composite insulator top accelerations recorded during a snap-back test conducted 

after dynamic testing 

Source: this report 

6.5.2 Pull-back Test 
To determine the insulator lateral stiffness, the specimen was pulled up to 1/2 the 
experimentally determined failure load (0.5×2810 = 1404 lb) then unloaded to zero. The test was 
repeated several times and different pull loads were used. A typical force-displacement 
relationship, during loading and unloading, is plotted in Figure 6.27 and the average slope was 
computed to determine the lateral stiffness. The mean value of the computed stiffness was 580 
lb/inch which is almost the same as determined before dynamic testing. The force-strain 
relationship is also plotted in Figure 6.28 for the strains measured at the polymer tube close to 
the insulator bottom at both tension and compression sides. 

The linear relationship, observed from the force–displacement and force–strain relationships, 
after the dynamic testing showed that no failure was experienced during any of the conducted 
dynamic tests. The same conclusion was confirmed from the residual displacement values at the 
insulator top and the vertical position transducers at the base. Since any failure or separation at 
the base produces a permanent rotation at the base that should show up in the form of residual 
displacement at the top, the 0.02-inch residual displacement measured during the ½ SML pull-
back test was similar to the initial test results before the dynamic testing, refer to Table 6-4, and 
should not reflect any failure or rotations at the base. The vertical transducers also recorded 
zero readings after unloading the specimen indicating no damage condition. 
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Figure 6.27 Typical force-displacement relationship for a pull-back test carried out for the composite 
isnulator specimen after conducted dynamic testing 

Source: this report 

 
 

 

Figure 6.28 Typical force-strain relationship for polymer tube strains at compression and tension sides 
during a pull-back test carried out after conducted dynamic testing 
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Source: this report 

6.5.3 Pull-until-failure Test 
Since the determined insulator frequency and lateral stiffness remained unchanged after 
conducting the HS dynamic tests, the failure load and displacement were expected to be similar 
to the first specimen pull-until-failure test results because no failure was initiated during any of 
the dynamic tests. Instead of pulling the insulator directly to failure as for the first specimen, 
several incremental loading and unloading cycles were conducted continuously for better 
determination of the failure initiation. The test procedure is adopted from the bending test 
procedure in the International Electro-technical Commission standards IEC-61462 (2007). It is 
worth noting that the snap-back and pull-back tests are adopted from IEEE-693 standards. The 
IEC-61462 requires only one specimen to be tested in bending where two strain gauges shall be 
installed on the tube (housing shall be removed if necessary). According to Section 8.5 in the 
standards, the test procedure in Table 6-5 for bending is recommended.  

The load values for different load stages were chosen as multiples of the Maximum Mechanical 
Load (MML), which is defined as the largest service load allowed on a composite insulator or 
bushing. The MML should be within the reversible elastic range and is taken as SML/2.5. It is 
more suitable to use the SML provided by the manufacturer since this test is supposed to be 
carried without a prior knowledge of the actual SML. A value of 900 lb (2250/2.5) was 
considered for the MML. Based on this discussion, the adopted test protocol and load values are 
shown in Table 6-6. 

 

  

Table 6-5 Stages of loading for polymer insulator tests in bending according to IEC-61462 (2007) 

Stage Load Ramp up 
time [sec] 

Hold time 
[sec] 

Measure residual  
displacement within (min) 

after release 
Notes 

1 MML 30 30 3-5 Monitor load and 
displacement 

2 1.5×MML 30 60 3-5 Monitor load and 
displacement 

3 2.5×MML 90 60 -- Monitor load and 
displacement 

4 
(optional) To failure -- NA -- Monitor load and 

displacement 
 Source: this report 
 

Table 6-6 Adopted test protocol for determining the composite insulator load, displacement, and 
maximum strain at failure 

Stage Applied Load [lb] Test Protocol 

1 900 
- Apply the load in 30 sec 
- Hold the load at 900 lb for 30 sec 
- Unload to zero 
- Wait for 6 minutes to inspect insulator for any damage 
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2 1350 
- Apply the load in 30 sec 
- Hold the load at 1350 lb for 60 sec 
- Unload to zero 
- Wait for 6 minutes to inspect insulator for any damage 

3 2250 
- Apply the load in 90 sec, If did not fail, proceed as follows: 
- Hold the load at 2250 lb for 60 sec 
- Unload to zero 
- Wait for 6 minutes to inspect insulator for any damage 

4 Pull until failure - Apply the load until the insulator fails.  
Source: this report 

Four main response quantities were tracked and recorded during the previously described test 
protocol, namely the applied actuator force, displacement at the insulator top, strain in the 
polymer tube bottom at the tension side, and the reading of the vertical position transducer at 
the base tension side to capture pullout. The force time history is shown in Figure 6.29 with the 
maximum force value at failure (2.781 kips) indicated on the figure. Figure 6.30 shows the strain 
time history recorded at the polymer tube bottom at the tension side and the failure strain 
(~4800 µstrain) is also indicated.   

The failure can also be detected from top and pullout displacements because a residual 
displacement at either the insulator top or the base position transducers reflects the permanent 
rotation and pullout at the base. Figure 6.31 shows the top displacement time history and the 
final residual displacement after failure which is close to 1 inch. The time history of the vertical 
transducer reading at the base tension side is shown in Figure 6.32, and again the final residual 
reading confirmed that the polymer tube was pulled out from the metallic cap.   
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Figure 6.29 Applied force time history for the composite insulator pull-until-failure test with maximum 

value identified 

Source: this report 
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Figure 6.30 Polymer tube strain time history at the base on the tension side for the composite insulator 

pull-until-failure test with maximum value identified 

Source: this report 
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Figure 6.31 Top displacement time history for the composite insulator pull-until-failure test with residual 

permanent deformation identified 

Source: this report 
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Figure 6.32 Vertical position transducer time hisotry at the insulator base on the tension side for the 

composite insulator pull-until-failure test with permanent pullout deformation identified 

Source: this report 
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It is noticed from Figure 6.31 and Figure 6.32 that pullout was initiated after the third cycle 
before pulling to failure because some residual displacements are recorded after unloading was 
completed in the third cycle. Another way of presenting and summarizing the test results is 
through the force-displacement and force-strain relationships. The force-displacement 
relationship is shown in Figure 6.33 where the relationship is linear up to the failure point. 
Subsequently, a nonlinear hysteresis was observed when the load was released and the 
insulator was unloaded after failure. The load and displacement values at failure are reported in 
the figure, which were found very close to the first specimen previously tested and presented 
earlier in this chapter. The residual displacement is also obvious from the same figure.  

0 1 2 3 4 5 6 7
0

0.5

1

1.5

2

2.5

3

Failure Disp.: 5.125
Failure Force: 2.781

Displacement [inch]

Fo
rc

e 
[k

ip
s]

 
Figure 6.33 Force-displacement relationship for the composite insulator tested and pulled-until-failure 

after dynamic testing 

Source: this report 

Finally, the force-strain relationship is shown in Figure 6.34 where the plotted strain is 
measured at the polymer tube bottom where few insulator sheds were removed to install two 
strain gauges. The values corresponding to the failure point (last point on the linear force-
displacement relationship) are indicated on the plot. That maximum strain (~4800 µstrain) is the 
same as that reported from the first specimen test and the same value used for normalizing the 
strain values in the HS testing. 
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Figure 6.34 Force-strain relationship for the composite insulator tested and pulled-until-failure after 
dynamic testing 

Source: this report 
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7 Comparative Evaluation of the Seismic 
Performance of Polymer and Porcelain Insulators 

7.1 General 

Hybrid simulation tests were conducted on both 230-kV porcelain and composite (polymer) 
insulators as discussed in Chapters 5 and 6. Due to the simplicity of changing the analytical 
spring stiffness in the HS testing, a broad range of stiffness values were used as a part of the 
conducted experimental parametric study. Analytical spring stiffness represents the lateral 
stiffness of the disconnect switch support structure, i.e. each of these stiffness values represents 
a different structural configuration of the support structure as previously shown in Chapter 5.  

The results of the different HS tests, comprising a parametric study, were processed and 
examined in this chapter to conduct a comparative evaluation of the seismic performance of 
polymer and porcelain insulators mounted on different support structures. Moreover, this 
parametric study aimed at understanding the role of the stiffness of the support structure to 
minimize the induced stresses in either the porcelain or the polymer insulators subjected to 
earthquake loading. Accordingly, recommendations regarding the support structure 
characteristics can be made.  

The considered tests in this part of the study used the IEEE693-spectrum-compatible input 
excitation at a scale of 10%. Such small scale excitation was sought to avoid any source of 
nonlinearity in the specimen such as grout cracking or loosening of bolts and to confidently 
assume that the initial conditions remain unchanged for all different analytical spring stiffness 
values. In addition, there was significant acceleration amplification at the top of the insulator for 
some selected parameters of the support structure as discussed in the following sections. 
Therefore, the small scale excitation guaranteed that the recorded data is within the 
measurement range of the accelerometers.  

In the following sections, the natural frequency values of the tested insulators and the hybrid 
structures are discussed first. Next, the results of various response parameters including 
accelerations, forces, displacements, and strains are presented. Finally, the main findings are 
summarized as concluding remarks. 

7.2 Fundamental Natural Frequency 

The fundamental natural frequency values of both of the polymer and porcelain insulator posts 
(fins) were identified from the response spectra shown in Figure 7.1. These spectra are for the 
accelerations recorded at the insulator top from the substructured dynamic tests that used the 
offline-generated signal. The substructured tests for the porcelain were previously discussed in 
Chapter 4. The same offline signal was also applied during the dynamic testing of the polymer 
insulator to determine the insulator top accelerations for natural frequency identification 
purpose. In addition, the same information was found from the Fourier amplitude spectra 
obtained from the Fast Fourier Transform (FFT) algorithm applied to the acceleration records. 

It is worth noting that neither the hammer impact test results for the porcelain insulator nor the 
snap-back test results for the polymer insulator were used here where these tests were used to 
determine the frequency of the individual insulators in a static configuration with fixation 
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(without the double channels and metallic base at the bottom) at the base and without any live 
parts or added masses. The peak of the response spectrum from the offline signal tests, without 
any analytical substructure, was considered since it corresponds to the fundamental frequency 
of the individual insulator in its typical configuration in a disconnect switch.  

Theoretically, the distributed mass and stiffness of the insulator and the lumped mass 
introduced by the live parts result in infinite number of vibrational modes. In the dominant 
period range of the excitation applied to the insulator post, the first mode of vibration 
contributes the most to the seismic response in most of the practical cases. Introduction of the 
analytical substructure (consisting of spring, dashpot, and lumped mass) leads to a practically 
two-mode coupled hybrid structure as illustrated in Figure 7.2. Accordingly, only two modes 
were effective for the hybrid system (insulator + analytical substructure) as interpreted from the 
peaks of the response spectrum, Figure 7.3, of the accelerations at the insulator top from one of 
the polymer hybrid tests. 
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Figure 7.1 Fundamental natural frequency of tested insulators (shaking table configuration with all live 

parts at top and connections at base included) 

Source: this report 

 
Figure 7.2 Hybrid structure consisting of an analytical substructure with lumped mass and stiffness and 

an experimental substructure with distributed mass and stiffness 

Source: this report 
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Figure 7.3 Two effective vibration modes for the hybrid structure 

Source: this report 

The degree of the coupling of the modes of the hybrid structure depends on the ratio of fins to 
the uncoupled frequency of the analytical spring-mass system representing the support 
structure (fss) and the type of insulator as shown in Figure 7.4, where the natural frequencies of 
the hybrid structure are plotted against fss (bottom horizontal axis) and fss/fins (top horizontal 
axis). Squares (Mode 2) and circles (Mode 1) show that the corresponding frequencies of the 
hybrid structure are close to fss (45o line) and fins (horizontal line), respectively. In other words, 
the two modes are uncoupled if the first mode and the second mode frequencies are close to the 
insulator and the spring-dashpot-mass system natural frequencies, respectively. Accordingly, 
the more the deviation from the previously mentioned lines, the higher the coupling effect 
between the vibration modes of the hybrid structure. It is worth mentioning that coupling is 
highest for fss/fins ratios between 0.8 and 1.2 and decreases as this ratio falls outside this range. 
Coupling is also observed to be larger for the porcelain insulator compared to the polymer 
insulator, especially for flexible support structures, i.e. for fss/fins ratios less than 0.8. It is to be 
noted that fss was calculated with Equation 7-1 for lumped mass (m) and different values of the 
spring stiffness (k) shown in Figure 7.2.  

( ) mkf ss π21=  (7-1)

Instead of using the spring stiffness as the varied parameter, the response quantities presented 
in the following sections are plotted against fss and/or fss/fins for a more comprehensive 
discussion. The different analytical spring stiffness (k) values used in this study are presented 
along with the corresponding fss and fss/fins values in Table 7-1. 

Table 7-1 List of analytical spring stiffness (k) values used in the parametric study and their 
corresponding fss and fss/fins values for both polymer and porcelain insulators 

Analytical spring stiffness, k 
[kips/in] 60 55 50 44 40 35 30 22 16 11 7.0 4.4 2.2 

Analytical substructure 
uncoupled frequency,  fss [Hz] 10 9.6 9.2 8.6 8.2 7.7 7.1 6.1 5.2 4.3 3.4 2.7 1.9 

Porcelain fss/fins ratio 2.0 1.9 1.8 1.7 1.6 1.5 1.4 1.2 1.0 0.8 0.7 0.5 0.4 

Polymer  fss/fins ratio 1.6 1.6 1.5 1.4 1.3 1.2 1.1 1.0 0.8 0.7 0.6 0.4 0.3 

Source: this report 
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Figure 7.4 Variation of the frequency of the first two modes of the hybrid structure with analytical 
substructure uncoupled frequency (bottom horizontal axis) and ratio of the insulator to the analytical 

substructure uncoupled frequencies (top horizontal axis) 

Source: this report 
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7.3 Accelerations  

Given that all the presented tests are within the linear elastic range, the accelerations measured 
on the shaking table and the top of the insulator depend on the natural frequencies of the two 
modes of the hybrid structure, mode shapes associated with these modes, and the excitation 
acceleration. It is worth noting that the accelerations measured on the shaking table represent 
the accelerations on top of the support structure. Peak accelerations measured at the top of the 
insulator and on the shaking table are plotted against fss in Figure 7.5 for both of the porcelain 
and polymer insulators. The uncoupled porcelain and polymer insulator frequencies (fins) are 
identified on the figure so that the response peak values and ranges of similar trend, that are 
already plotted against fss, can be also interpreted relative to the fins values.    

It can be observed that the peak shaking table accelerations do not vary significantly between 
different support structures or between the porcelain and polymer cases, due to the nature of 
the ground motion excitation applied to the hybrid structure. This ground motion was 
artificially generated from an acceleration record of the 1992 Landers earthquake to match the 
response spectrum required by IEEE693 at the Performance Level (Takhirov et al., 2005). 1% 
damped response spectrum of this ground motion is also plotted in Figure 7.5, where the 
spectral acceleration is almost constant between 1 and 10 Hz, compatible with the peak table 
accelerations. It is noted that the ratio of the peak shaking table acceleration to the peak 
excitation acceleration is in the range of 2.5 to 3.0. 

Peak acceleration measured at the top of the insulator in case of polymer is larger than that of 
porcelain for support structure frequencies higher than 6.0 Hz, which correspond to the stiffer 
support structures (e.g. steel frame with braces). In the frequency range between 3.5 Hz and 6.0 
Hz, which represent the moderately stiff support structures (e.g. steel frame with few braces or 
columns with smaller sections), polymer insulator peak acceleration is smaller. Finally for 
frequencies less than 3.5 Hz, which can be classified as flexible support structures (e.g. steel 
frame without braces), peak accelerations of both insulators are similar.  

For both types of insulators, minimum peak accelerations occur for support structure 
frequencies less than 3 Hz, while the maximum peak accelerations take place at fss= 6.1 Hz for 
porcelain and fss= 7.7 Hz for polymer which correspond to fss/fins ratio of about 1.2 for both 
cases according to Table 7-1. This is due to the interaction between the insulator and the 
analytical spring which in turn leads to the coupling between the modes of the hybrid structure. 
In other words, in the hypothetical case where the insulator would experience compatible 
displacement with the support structure without any force transfer (interaction) between the 
insulator and the support structure, the maximum response would take place at fss/fins ratio of 
1.0. However, for the real case with force transfer, the maximum peak acceleration takes place at 
a different value (i.e. 1.2) of the ratio fss/fins. Generally, for the flexible support structures (fss < 3 
Hz) and stiff ones (fss > 9 Hz), the observed peak accelerations at the insulator top are less than 
that corresponding to the support structures with intermediate stiffness for both of the insulator 
types. However, the least developed accelerations, and in turn the most favorable, were 
observed for the most flexible support structures.  

Finally, the ratio of the peak acceleration for the most stiff support structure (fss=10 Hz and k = 
60 kips/in.) to that for the most flexible support structure (fss=1.9 Hz and k = 2.2 kips/in.) is 
equal 2.4 and 2.2 for polymer and porcelain insulators, respectively. Moreover, it is noticed that 
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the ratio of the peak insulator acceleration to the peak excitation acceleration is as high as 12 
and 10 for the polymer and porcelain insulators, respectively. 
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Figure 7.5 Variation of peak accelerations at insulator top and shaking table level with analytical 
substructure uncoupled frequency 

Source: this report 

7.4 Shear Forces 

Similar to the shaking table and insulator top accelerations, the variation of peak insulator shear 
force, obtained by subtracting the inertia force of the small table from the actuator load cell 
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readings, with fss is plotted in Figure 7.6 and the porcelain and polymer fins values are also 
identified. The ratio of the peak shear force in polymer to that in porcelain is also plotted in 
Figure 7.6. It is noticed that the observed peak shear force for the porcelain insulator is about 1.5 
to 2.5 times of that for the polymer insulator because the porcelain insulator has significantly 
higher mass.  
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Figure 7.6 Variation of peak shear force with analytical substructure uncoupled frequency 

Source: this report 

The variation of the peak shear force with the frequency does not follow the same trend as the 
peak accelerations at the insulator top. The minimum peak shear force values were observed for 
frequencies greater than 9 Hz for both of the insulator types, while the minimum peak 
accelerations were observed at frequencies less than 3 Hz. However, the peak shear forces for 
frequencies less than 3 Hz were still, in a similar manner to the accelerations, less than that 
corresponding to the intermediate range of frequencies (i.e. 3 to 9 Hz), but slightly larger than 
those for frequencies greater than 9 Hz. The maximum value for the peak shear forces took 
place at fss/fins ratio of about 1.0 and 1.2 for polymer and porcelain insulators, respectively.  

The different variations of the peak accelerations and forces with fss are attributed to the 
distributed mass of the insulators. If the mass was lumped at the top, forces would be linearly 
proportional to the accelerations. However, for the insulator with distributed mass, the shear 
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force is equal to the product of the response acceleration with the mass per unit length 
integrated along the insulator height. In addition, part of the base shear force resulted from the 
additional mass of the live parts at the insulator top multiplied by the corresponding top 
acceleration. Therefore acceleration variation along the insulator height determined the shear 
force in addition to the acceleration at the insulator top. In general, the shear forces for both of 
the very flexible (fss < 3 Hz) and very stiff (fss > 9 Hz) support structures had similar responses. 
Thus, regarding the force response, both cases of support structures led to better seismic 
performances than other intermediate support structures for the polymer or porcelain 
insulators. 

7.5 Displacements 

The porcelain insulators fail in a brittle manner when the tensile stress demand due to bending 
reaches the capacity. The displacement of an insulator remains in the elastic range as long as no 
failure is experienced. Hence, the displacements measured during the conducted HS tests, 
unlike the accelerations and shear forces, are not relevant indicators for the seismic performance 
evaluation regarding damage or failure potential. However, the insulator posts are parts of the 
disconnect switches, which are in turn parts of an electrical substation and a transmission line 
where several electrical components and their support structures are connected. Thus, the 
displacements that an insulator experience should be limited to a predefined range in order to 
prevent undesirable interaction between these electrical components and to prevent damage to 
electrical cables and connections.  

The relationships between the relative peak displacement at the top of the insulator post with 
respect to (w.r.t.) the ground or w.r.t. the top of the support structure and the support structure 
frequency (fss) are plotted in Figure 7.7. In addition, the relationship between the peak 
displacement at the support structure top w.r.t. to the ground and fss is plotted in the same 
figure. It is observed that the peak relative displacement of the top of the insulator w.r.t. the 
ground is significantly larger for frequencies less than 3 Hz, mainly due to the large relative 
displacement of the support structure w.r.t. ground for both types of the insulators. The peak 
support structure relative displacements w.r.t. ground are similar for both the porcelain and the 
polymer insulators for almost all the frequencies with substantial decrease for higher 
frequencies, e.g. higher than 3 Hz.  

It can be noticed that the variation of the peak relative displacement of the insulator top w.r.t. 
the support structure with fss follows the same trend as the peak accelerations at the insulator 
top. Accordingly, minimum peak displacements were observed for fss < 3 Hz and maximum 
peak displacements took place at fss= 6.1 Hz for the porcelain insulator and fss= 7.7 Hz for the 
polymer insulator which correspond to fss/fins of about 1.2 for both cases according to Table 7-1. 
The peak relative displacements w.r.t ground of the porcelain insulator top exceeded that of the 
polymer insulator top for fss less than 7 Hz due to the slightly higher natural frequency of the 
polymer insulator compared to that of the porcelain insulator.  

In summary, the very flexible support structures (fss < 3 Hz) are not suitable for the disconnect 
switches because of the large displacement response. According to the evaluation parameters 
(peak accelerations, forces, and displacements), the very stiff frames (fss > 9 Hz) are the most 
suitable support structure which can be achieved by including braces.  
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Figure 7.7 Variation of peak displacement with analytical substructure uncoupled frequency 

Source: this report 

7.6 Strains 

The strains developed at the insulator bottom, where maximum strains are expected, are 
discussed in this section. The variation of the peak strain with fss is plotted in Figure 7.8. It is 
observed that this relationship follows the same trend as the peak displacements and 
accelerations at the insulator top where the minimum peak strains occur for fss < 3 Hz and the 
maximum peak strains take place at fss values corresponding to fss/fins of about 1.2.  
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It is observed that the absolute values of the polymer insulator peak strains are much higher 
than those of the porcelain insulator, even though the peak shear force response of the porcelain 
insulator is typically 1.5 to 2.5 times of that of the polymer insulator belonging to a lower 
strength class. This is attributed to the different materials used in the two insulator types. It is to 
be noted that the polymer insulator has a smaller cross-section with smaller elastic modulus 
compared to the porcelain insulator. Therefore, one expects higher peak stress in the polymer 
insulator compared to that of the porcelain insulator for the same applied force. 

All the response parameters presented in the previous figures are not sufficient for the 
comparative performance evaluation of the polymer and porcelain insulators since they don’t 
indicate the amount of the response in relation with a damage state, mainly the failure state. In 
this respect, peak strain normalized by the failure strain (demand to capacity ratio, DCR) is a 
superior parameter for the purposes of the mentioned comparative evaluation. The failure 
strain values of the polymer and porcelain insulators are 4800 and 1130 μstrain, respectively, 
based on the conducted static tests (Chapters 2 and 6). The variations of the DCR for both types 
of insulators and the ratio of the polymer DCR to the porcelain DCR with fss are plotted in 
Figure 7.9. It is observed that the polymer DCR is slightly smaller than that of the porcelain 
DCR for fss < 6 Hz. However, for the very stiff support structures (fss > 9 Hz), the porcelain DCR 
is less than the polymer DCR, i.e. porcelain insulators are better choice for stiff support 
structures. The ratio of the polymer to the porcelain DCR for fss > 9 Hz is between 1.2 and 1.5. 

Considering the other advantages of polymer insulators, previously mentioned in Chapter 6, 
such as lighter weight, lower installation costs, self-cleaning, improved power frequency 
insulation and contamination performance, the higher DCR compared to that of the porcelain 
insulators has to be carefully evaluated for decision making of the type of the insulator to use. It 
is worth noting that the presented results are obtained for 10%-scale tests. Thus, the obtained 
DCR of the polymer insulator is less than 0.80 when linearly scaled up to the full 100%-scale, 
which is the level required by IEEE693 for seismic qualification of electrical substation 
equipment. Therefore, based on the 100%-scale HS test results presented in Chapter 6 and the 
detailed discussion of the parametric study in this chapter, it is concluded that a 230-kV 
disconnect switch that uses composite (polymer) insulators along with a stiff support structure 
(fundamental frequency > 9 Hz), will perform satisfactorily in a seismic qualification test.  
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Figure 7.8 Variation of peak strain with analytical substructure uncoupled frequency 

Source: this report 
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Figure 7.9 Variation of normalized peak strain with analytical substructure uncoupled frequency 

Source: this report 
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7.7 Concluding Remarks 

Several conclusions can be extracted from the conducted HS tests and parametric study. These 
concluding remarks are summarized in the following two sub-sections. 

7.7.1 HS Parametric Study 
• Coupling between the modes of vibration of the hybrid structure (insulator + analytical 

support structure model), in terms of the deviation from the uncoupled frequencies of the 
insulator and the analytical support structure, is highest for fss/fins ratios between 0.8 and 1.2 
and decreases as this ratio falls outside this range. Moreover, the coupling between the modes 
of vibration of the hybrid structure is observed to be larger for the porcelain case compared to 
the polymer one, especially for flexible support structures.  

• The measured peak shaking table accelerations, which represent the accelerations on top of 
the support structure, are consistent with the 1% damped response spectrum of the ground 
motion excitation, which is almost constant in the frequency range of 1 to 10 Hz. The ratio 
between the peak shaking table acceleration and the peak excitation acceleration is in the 
range of 2.5 to 3.0. On the other hand, the ratio of the peak insulator top acceleration to the 
peak excitation acceleration is as high as 10 and 12 for the porcelain and polymer insulators, 
respectively. 

• The peak shear force measured for the porcelain insulator is about 1.5 to 2.5 times of the peak 
shear force measured for the polymer insulator because of the significantly higher mass of the 
porcelain insulator. 

• The acceleration variation along the insulator height has a considerable effect on the shear 
force as validated by the differences in the variation of peak force and insulator top 
acceleration with fss. 

• The peak displacement of the top of the insulator with respect to the ground is significantly 
large for analytical support structure frequencies (fss) less than 3 Hz and decreases as the 
frequency increases. 

• The absolute peak strain induced in the polymer insulator is larger than that in the porcelain 
insulator because of the two different materials. On the other hand, the normalized peak strain 
(or Demand-to-Capacity Ratio, DCR) in the polymer insulator is smaller than that of the 
porcelain case for fss smaller than 6 Hz. However, the polymer DCR exceeds the porcelain 
DCR for fss higher than 6 Hz. 

• A peak response (acceleration, force, relative displacement, or strain) is typically minimum 
for very stiff or very flexible support structures. In contrast, the maximum peak responses take 
place at moderately stiff support structures of fss/fins ratio about 1.2, with the exception of the 
peak displacements that varies inversely with the support structure stiffness. The maximum 
response is occurring at fss/fins ratio different from 1.0 because of the force interaction between 
the insulator and the analytical spring model. Such interaction is also responsible for the 
coupling between the modes of vibration of the hybrid structure. 

• Based on the insulator top acceleration and base shear force responses, the very flexible (fss < 
3 Hz) and very stiff (fss > 9 Hz) support structures are more favorable compared to the 
intermediate support structures (3 Hz < fss < 9 Hz) for both porcelain and polymer insulators. 
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• Based on the insulator top relative displacement and normalized strain, only the very stiff 
support structures (fss > 9 Hz) provides an acceptable behavior. This conclusion is specific to 
the studied 230-kV disconnect switches.  

• Both porcelain and polymer insulators show an acceptable response when used with stiff 
support structure, e.g. stiff frame with braces and fundamental frequency greater than 9 Hz. 
Thus, if both types have comparable structural seismic responses, the polymer insulators are 
superior to porcelain ones because of advantages such as self-cleaning and lighter weight. 

• One of the major advantages of the developed HSS is that conclusions drawn from testing 
single insulator posts can be reasonably applicable to the full disconnect switch. Another 
advantage of the HSS is the major savings in time and cost. If the hybrid simulation tests were 
to be conducted on a conventional shaking table, gathering of the data in the presented plots 
would require construction of 13 different support structures and testing of 26 disconnect 
switches leading to huge amounts of time and cost, which would probably be practically 
impossible to realize. Consequently, the HS framework devised in this study is very suitable 
for the characterization, design, and optimization of support structures of high voltage 
substation disconnect switches. 
 

7.7.2 HS Applications  
The HS parametric study can determine which type of insulator (porcelain versus polymer) is 
more suitable, from a seismic behavior point of view, to use with a specific structural 
configuration of the support structure. The optimization of the structural configuration of the 
switch support structures is another possible application of the developed HS. 

The first application for using HS in the decision making process of the insulator post type is 
when there is a particular support structure configuration used in a substation but there is some 
flexibility in the selection of either porcelain or polymer insulators. A practical testing 
framework that uses the HSS can be developed to determine which insulator type is less likely 
to fail during an earthquake when used with a particular support structure. The suggested 
framework is presented in Chapter 11 as a part of the final recommendations made from the 
study. 

The second application for using HS testing in design decisions is to determine which support 
structure configuration is better to use with a particular insulator type. For example, if it is 
known beforehand that polymer insulators should be used in the substation disconnect 
switches; the support structure characteristics can be altered to minimize the induced stresses in 
the insulator posts during earthquakes A simple parametric study that uses the HSS for testing 
a single insulator post, where a range of different support structure configurations are 
evaluated, can be used to answer that question. The HS testing can practically provide a 
framework for optimizing the design of the support structure to reduce the failure probability 
of the insulator. In that regard, another suggested framework for testing is also presented in 
Chapter 11.  
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8 Linear Finite Element Analyses 
The second half of the study is FE modeling and simulation of a single 230-kV disconnect switch 
porcelain insulator post. The objective of this part is to develop an accurate FE model for 
insulator post and conduct linear and nonlinear static and dynamic analyses. The main part of 
the nonlinear static analysis focused on a parametric study to study the uncertainties in 
insulator modeling. On the other hand, the nonlinear dynamic analysis focused on determining 
the failure load due to earthquake loading through incremental analysis. The developed 
computational models, eigenvalue and linear static analyses are presented in this chapter. 
Nonlinear static analyses conducted to calibrate the FE model and the study of ranking 
porcelain modeling parameters and uncertainties are discussed in Chapter 9. At last, the linear 
and nonlinear dynamic analysis is the core of Chapter 10. 

8.1 General 

In this chapter, several computational models, which have been developed for the FE 
simulations, are presented and discussed. Subsequently, these different models were used to 
perform eigenvalue analyses to determine the fundamental frequency of the post insulator and 
compare this frequency to the experimental value determined from impact hammer tests 
discussed in Chapter 2. An estimate for the insulator lateral stiffness was sought from linear 
static analyses. The estimated stiffness was compared to the stiffness value determined from the 
slope of the load-displacement curve obtained from the first load cycle in cyclic loading test, 
refer to Chapter 2. At the end of this chapter, the effect of the porcelain Young’s modulus on the 
analyses results was studied to emphasize the importance of this parameter in FE simulation. 

8.2 Finite Element Models for Linear Analysis 

Seven FE models have been developed to simulate a 230-kV disconnect switch porcelain 
insulator post. The first model (M1) refers to simple hand computations based on Bernoulli’s 
beam theory. Two models (M2 for prismatic and M4 for non-prismatic 2-node beam elements) 
were developed using SAP2000 FE Analysis (FEA) package (2009) for generating the model and 
running the analyses. The remaining four models (M3 for prismatic uniform sections, M5 for 
non-prismatic sections, M6 considering the sheds geometry, and M7 considering the metallic 
caps with grout layer modeling) were developed using DIANA FEA package (2008). For the 
DIANA models, the geometric model was generated using FX+, a pre- and post-processor for 
DIANA which has a user friendly interface capable of creating complex geometries and 
meshing them. The different analyses were performed using the general-purpose FE platform 
DIANA. It is noted that in some cases, the analyses modules are accessed or modified through 
MeshEdit, another pre-processor for DIANA. All the DIANA models used 4-node tetrahedron 
solid elements. The mechanical and geometrical characteristics of the insulator used for the FE 
models are presented first, and then each of the computational models is discussed in details. 

8.2.1 Mechanical and Geometrical Characteristics of FE Models 
The geometrical characteristics of a typical 230-kV disconnect switch porcelain insulator post 
are summarized in Table 8-1. These are the same geometrical characteristics as one of the two 
tested porcelain posts. Therefore, comparisons between tests and FE analyses can be performed. 
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Table 8-1 Summary of geometrical properties of an insulator post (lower and upper parts)  

Item Upper Part Dim.  [in.] Lower Part Dim. [in.] 
Core porcelain height 33.00 33.00 
Shed to shed distance 2.00 2.00 

Top cap height 4.00 3.00 
Bottom cap height 3.00 4.00 

Bottom cap to first shed distance 1.75 1.00 
Top cap to first shed distance 1.75 1.25 

Total height 40.00 40.00 
Diameter of the inner core 4.00 5.00 

Shed diameter 8.00 9.00 
Bottom cap diameter 6.00 9.00 

Top cap diameter 6.00 9.00 
Number of sheds 16 16 

Source: this report 

For the material and mechanical properties, three different materials were needed in the FE 
model, namely cementitious grout, porcelain, and cast iron. The properties of the cementitious 
grout and cast iron used in this study are typical properties that are available from literature 
and several generic material properties websites. Refer to Table 8-2 for grout and cast iron 
properties adopted in this study. On the other hand, a first estimate of the porcelain material 
and mechanical properties was adopted from the insulator manufacturer product specifications. 
This first estimate for porcelain properties, also shown in Table 8-2, was used only in eigenvalue 
and linear static analyses presented in the following sections. However, for the sake of accurate 
nonlinear material modeling, the porcelain properties were determined from material tests of 
six cylindrical porcelain samples (three tested under axial compression and three tested under 
indirect split tension) prepared from broken parts of the tested insulator that failed in fragility 
test. These material tests were discussed in Chapter 2 and a summary of the porcelain 
properties estimated from these tests and used in the nonlinear FEA (discussed in Chapter 7) is 
given in Table 2-5. 

 Table 8-2 Summary of mechanical and material properties used in the linear FE models 

Material Poisson’s ratio Young’s modulus [ksi] Density [kips/in3/g] 

Grout 0.150 2500.0 1.80×10-7 
Cast Iron 0.240 13400.0 7.34×10-7 
Porcelain 0.204 10000.0 2.56×10-7 

Source: this report 

The motivation for carrying out the porcelain material tests is the essential role of porcelain as 
the main material in the insulator structure and the lack of accurate information about the type 
of porcelain used in the insulator. This is justified by comparing the preliminary value of 
Young’s modulus (Table 8-2) against the material test values and mean (Table 2-5). A brief 
parametric study was conducted and discussed in the last section of this chapter to evaluate 
how varying the porcelain Young’s modulus affect the first eigenvalue and the linear static 
results. Therefore, parameters related to the porcelain nonlinear material model used in the 
nonlinear static analysis parametric study were adopted from the porcelain material tests.  
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8.2.2 Cantilever Beam Model for Hand Calculation (M1) 
The hand calculations were performed to determine the vibration frequencies for the cantilever 
beam model and to compute the stiffness of the beam and tip deflection under a unit load using 
the classic Bernoulli’s Beam Theory. The input for the model was as follows: Young’s Modulus 
(E) = 10000 kips/in2, Diameter (D) = 5 in., Length (L) = 80 in., and Porcelain Density (ρ) = 
2.56×10-7 kips-sec2/in4. Computations are shown in the relevant sections.  

8.2.3 Uniform Cross-Section Cantilever Beam Models (M2 and M3) 
These models consist of a simple cantilever beam with a uniform cross-sectional area and 
constant diameter of 5 inch. The overall length of the beam is 80 inch. The described model for 
the insulator post has been adopted as models M2 and M3 using SAP2000 and DIANA, 
respectively. For the SAP2000 M2 Model, the beam was defined as a set of 2-node beam 
element. The material model used for all beam elements was a linear elastic material that 
represents linear behavior of porcelain. The material parameters were as defined in Table 8-2. 
For the DIANA M3 Model, the beam was defined as a uniform cylinder but a mesh was 
generated using the program FX+. The generated mesh used 4-node tetrahedron constant strain 
solid elements. The FE mesh generated via FX+ and utilizing tetrahedron elements is shown in 
the next section for model M5. The material model used for the solid elements is a linear elastic 
material that represents linear behavior of porcelain and defined using material parameters in 
Table 8-2.  

8.2.4 Non-Prismatic Cantilever Beam Models (M4 and M5) 
In these models, a non-prismatic cantilever beam was used where the diameter of the lower 
insulator section differs from the upper section. Although these models are still simple 
representations of the insulator as the porcelain sheds were not modeled, and only an 
equivalent diameter was used, different equivalent diameters were used for the lower and 
upper insulator sections. Moreover, the models included representations of the metallic caps at 
the bottom and top of each insulator section. Using two different diameters for the two sections 
of the insulator post and modeling the metallic caps should be a better geometric representation 
of real insulator than the previous uniform models M2 and M3. The non-prismatic model was 
adopted in SAP2000 and DIANA as M4 and M5, respectively. 

For the SAP2000 M4 model, the beam was modeled using 2-node beam elements. Two linear 
elastic material models were used; one for porcelain (insulator body elements) and the other for 
metallic caps elements. Figure 8.1(a) shows the different element distribution along cantilever 
height, while Figure 8.1(b) shows an extrude view of the beam model to show the non-prismatic 
cross-section of the insulator body only (metallic caps are not shown in this view). The 
geometrical characteristics of model M4 are listed in Table 8-3. 
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Elements & Materials 
used to define metallic 
caps differ from those 
used for insulator body 

(a) Different elements used in M4 (b) Extrude view of M4 
Figure 8.1 Model M4 in SAP2000 

Source: this report 

 

Table 8-3 SAP2000 model M4 characteristics 

Node Coordinate 
[in.] 

 Connectivity Cross-section 

Element Node 
i 

Node 
j 

Element Type 

1 0.0 
1,3,4,6 Cast iron cylinder, 

Dia.= 6 in. 2 3.5 1 1 2 
3 36.5 2 2 3 
4 40.0 3 3 4 

2 Bottom porcelain 
cylinder, Dia.= 5 in. 5 43.5 4 4 5 

6 76.5 5 5 6 
5 Top porcelain 

cylinder, Dia.= 4 in. 7 80.0 6 6 7 
Source: this report 

For the DIANA M5 model, a FE mesh for the beam was generated using FX+ and modeled 
using 4-node tetrahedron constant strain solid elements. Two linear elastic material models 
were used; one for porcelain (insulator body elements) and the other for the metallic cap 
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elements. Figure 8.2(a) shows an extrude view of the beam model to show the non-prismatic 
cross-section of the insulator body and both porcelain and metallic cap elements distribution 
along the height. Figure 8.2(b) shows the FE mesh generated by FX+ using tetrahedron solid 
elements. 

  

(a) Element regions (b) FE mesh of tetrahedron solid elements generated by FX+ 

Figure 8.2 Model M5 in DIANA 

Source: this report 

8.2.5 Model M6: DIANA Model with Exact Geometry for Sheds and Metallic Caps 
As discussed in previous sections, the models M2 through M5 adopted a simplified geometric 
approximation of the insulator body ignoring the sheds and using either one or two uniform 
cylinders with equivalent diameters. In model M6, the main focus is on generating a complex 
geometric model and mesh that reflect the exact geometry of the insulator. In this section, only 
the main features of M6 are presented (Figure 8.3 to Figure 8.6) while a detailed discussion of 
how the exact geometry is generated and meshed is presented in Appendix B.  

Figure 8.3 shows an outline of a single shed of the insulator body and the FE mesh generated by 
FX+ viewed in both the FX+ and DIANA MeshEdit pre-processor. A stack of multi-sheds is 
shown in the same figure to show how the shed was replicated. This model also gave a special 
attention to the accurate geometric modeling of the different metallic caps. Figure 8.4 shows 
different views of the bottom metallic cap of the lower section of the tested insulator and its FE 
model. On the other hand, Figure 8.5 shows the metallic caps of both the lower and upper 
insulator sections assembled together in different views. It is worth noting that the material 
model used for the metallic cap is a linear elastic model having the properties of cast iron. A 
global view of all the FE model parts is presented in Figure 8.6(a) and M6 generated mesh is 
shown in Figure 8.6(b) with the six nodes (marked A to F) chosen for results output. 
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(a) Geometry and mesh of a shed 
viewed in FX+ 

(b) Geometry and mesh of a 
shed viewed in MeshEdit 

(c) Replicating a single 
meshed shed unit 

Figure 8.3 Shed geometry, meshing and replication 

Source: this report 

 

   

(a) Picture of cap  (b) Front view of cap model (c) 3D bird view of cap model 

Figure 8.4 Modeling geometry of post insulator lower section bottom metallic cap in FX+ 

Source: this report 

 

   

(a) Picture of cap (b) Front view of cap model (c) 3D bird view of cap model 

Figure 8.5 Modeling geometry of post insulator metallic cap between top and bottom sections in FX+ 

Source: this report 
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(a) Global view 

 

(b) FE mesh with identified 6 nodes (A to F) for output of analysis results 

Figure 8.6 Complete post insulator FE model in FX+ 

Source: this report 

 

8.2.6 Model M7: DIANA Model with Exact Geometry and Grout Layer Modeling 
In addition to the M6 model features, a more accurate modeling of how the metallic cap and 
porcelain core are connected including attention to the contact surfaces was adopted in model 
M7. The motivation for better modeling of such connection between the porcelain core and the 
metallic cap is attributed to the fact that most of the previously tested insulators fractured and 
failed near the porcelain-metal contact area as previously mentioned in Chapter 2 (Takhirov et 
al., 2009) and shown schematically again in Figure 8.7.. Thus, modeling this connection area 
accurately was crucial for the nonlinear simulations discussed in Chapter 9. Accordingly, after 
breaking the tested insulator in the fragility test discussed in Chapter 2, a vertical central cut 
through that connection, shown in different views in Figure 8.8, was prepared to help model the 
inside of the metallic caps using the methodology discussed in Appendix B. 

Each metallic cap was developed to be composed of three different solids, namely (1) the 
porcelain cylinder inside the cap, (2) the outside cast iron cap, and (3) the cementitious grout 
layer that connects the porcelain to the metal. Figure 8.9 shows the new geometry of the bottom 
metallic cap adopted in model M7. Only the bottom cap is shown here as an example since the 
procedure and configuration were similar for all other caps. 
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Failure mode 1 Failure mode 2 

Figure 8.7 Failure modes of porcelain insulators  

Source: Takhirov et al., 2009 

 

 
Bird view Front view Top view 

Figure 8.8 Different views of the section cut along the centerline of the metallic cap 

Source: this report 

 

 
Detailed bottom cap (3 parts) Grout part Cast iron part 

Figure 8.9 Detailed FX+ modeling of insulator bottom metallic cap, porcelain part in white, grout layer in 
light grey, and cast iron in dark grey 

Source: this report 

 

8.2.7 Comparison between Different Models 

The models discussed above adopt linear elastic material models for all the elements used in the 
FE mesh. A linear elastic material model should be sufficient for the sake of solving the 
eigenvalue problem to determine the vibration frequencies and mode shapes. It also suffices for 
performing linear static or dynamic analyses. Thus, all models M1 through M7 have been 
utilized to conduct eigenvalue and linear static analyses as discussed in subsequent sections. A 
summary of the computational models is presented in Table 8-4. On the other hand, to carry out 
nonlinear static or dynamic analyses, nonlinear material models need to be used to model the 
porcelain as discussed in Chapter 9 and 10.  
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Table 8-4 Summary of different computational models used in the study 

Model Computation 
Package Modeling details Metal 

Caps Sheds Grout 

M1 Hand 
Calculations 

Beam 2-node element 
Uniform cross-section along entire 
height, i.e. lower porcelain section 

extends to top 

No No No 

M2 SAP2000 

Beam 2-node elements 
Uniform cross-section along entire 
height, i.e. lower porcelain section 

extends to top 

No No No 

M3 DIANA 

Solid 4-node tetrahedron elements 
Uniform cross-section along entire 
height, i.e. lower porcelain section 

extends to top 

No No No 

M4 SAP2000 

Beam 2-node elements 
Non-prismatic cross-section, i.e. lower 

porcelain section has different diameter 
than top section 

Cast 
Iron No No 

M5 DIANA 

Solid 4-node tetrahedron elements 
Non-prismatic cross-section, i.e. lower 

porcelain section has different diameter 
than top section 

Cast 
Iron No No 

M6 DIANA 
Solid 4-node tetrahedron elements 
Complex geometry that accurately 

represent the insulator post 

Cast 
Iron Yes No 

M7 DIANA 
Solid 4-node tetrahedron elements 
Complex geometry that accurately 

represent the insulator post 
Actual* Yes Yes 

*Reflects exact modeling of all cap parts (porcelain core, grout layer, and cast iron cap) 
Source: this report 

8.3 Eigen (Modal) Analysis  

In order to calibrate the different FE models before proceeding into the nonlinear static or 
dynamic analyses, modal analysis was conducted to determine the vibration frequencies and 
mode shapes. For the sake of calibration, the natural frequency computed from each of the 
different models was compared to the experimentally determined value determined from the 
impact hammer tests discussed in Chapter 2. Although frequencies higher than the 
fundamental one were not determined experimentally, the first three vibration frequencies are 
presented and compared amongst the different models. Because of symmetry, mode shapes are 
computed in pairs. Thus, the results for the mode shapes are shown in the XZ plan. 

8.3.1 Model M1 
The hand calculations for the eigenvalue problem using model M1 are summarized in the 
following:  
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Basic information (Units: inches and kips) 

Young’s Modulus (E) = 10000 kips/in2 

Diameter (D) = 5 in 

Length (L) = 80 in 

Porcelain Density (ρ) = 2.56 × 10-7 kips-sec2/in4 

2nd moment of inertia (I) = π (D4/64) = 30.68 in4 

Mass per unit length (m) = Density * Area = ρ π (D2/4) = 5.023 × 10-6 kips-sec2/in2 

Eigenvalue solution for first four modes (Angular Frequency [rad/sec]) 
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8.3.2 Model M2 
The eigenvalue problem was solved for the cantilever beam M2 using SAP2000. This model 
used 2-node beam elements with uniform cross-section area, mass, and stiffness. The 
frequencies and mode shapes are presented in Figure 8.10 for the first three modes. The 
frequencies are distinct and well-separated. 

  
1st Mode (20.94 Hz) 2nd Mode (121.80 Hz) 3rd Mode (316.45 Hz) 
Figure 8.10 Mode shapes and frequencies for SAP2000 model M2 

Source: this report 
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8.3.3 Model M3 
The eigenvalue problem was solved for the uniform cantilever beam M3 using DIANA. This 
model implemented a uniform cylinder with uniform cross-section area, mass, and stiffness. 
The FE mesh generated by FX+ used tetrahedron solid elements. The frequencies and modes 
shapes are presented in Figure 8.11 for the first three modes. 

   

1st Mode (21.24 Hz) 2nd Mode (131.59 Hz) 3rd Mode (361.92 Hz) 

Figure 8.11 Mode shapes and frequencies for DIANA model M3 

Source: this report 

8.3.4 Model M4 
The eigenvalue problem was solved for the cantilever beam M4 using SAP2000. This model 
used different 2-node beam elements for metallic caps, insulator lower section, and insulator 
upper section. The frequencies and modes shapes are presented in Figure 8.12 for the first three 
modes. The frequencies are again distinct and well-separated. 

  
1st Mode (18.2 Hz) 2nd Mode (79.6 Hz) 3rd Mode (531.5 Hz) 
Figure 8.12 Mode shapes and frequencies for SAP2000 model M4 

Source: this report 
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8.3.5 Model M5 
The eigenvalue problem was solved for the cantilever beam M5 using DIANA. This model 
implemented a uniform cylinder for the metallic caps that is different from the insulator lower 
section, which is in turn different from the insulator upper section. A fine FE mesh, which used 
tetrahedron solid elements, was generated by FX+ for each of the three different sections. The 
frequencies and modes shapes are presented in Figure 8.13 for the first three modes. 

8.3.6 Model M6 
The eigenvalue problem was solved for the cantilever beam M6 using DIANA. This model 
implemented the real geometry for the insulator sections and metallic caps. A fine FE mesh 
using tetrahedron solid elements was generated by FX+ for the sheds and caps. The frequencies 
and modes shapes are presented in Figure 8.14 for the first three modes. 

8.3.7 Model M7 
The eigenvalue problem was solved for the cantilever beam M7 using DIANA. This model 
implements the geometry for insulator sections similar to M6. Moreover, metallic caps were 
accurately modeled to include the porcelain core, grout layer, and cast iron cap. A fine FE mesh, 
using tetrahedron solid elements was generated by FX+ for the sheds, grout layer, and cast iron 
caps.  The frequencies and modes shapes are presented in Figure 8.15 for the first three modes.  

 

 
1st Mode  (19.5 Hz) 

 
2nd Mode (88.8 Hz) 

 
3rd Mode (310.2 Hz) 

Figure 8.13 Mode shapes and frequencies for DIANA model M5 

Source: this report 
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1st Mode  (19.6 Hz) 

 
2nd Mode (90.6 Hz) 

 
3rd Mode (276.1 Hz) 

Figure 8.14 Mode shapes and frequencies for DIANA model M6 

Source: this report 

 

  
1st Mode  (20.4 Hz) 

 
2nd Mode (91.9 Hz) 

 
3rd Mode (261.1 Hz) 

Figure 8.15 Mode shapes and frequencies for DIANA cantilever beam model M7 

Source: this report 
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8.3.8 Comparison of Different Computational Models  
A summary of the computed vibration frequencies and periods is presented and compared to 
the experimental values determined from the impact hammer tests in Table 8-5. It is noticed that 
the computed fundamental frequency is very comparable from all models and also close to the 
experimental value. On the other hand, higher frequencies determined from FE analysis differ 
according to model characteristics. 

The fundamental frequency from the impact hammer tests was reported to be 19.25 Hz as 
discussed in Chapter 2. This experimental value is reproduced using the DIANA accurate 
models (including sheds and caps) with an error in the range of 2% to 6% as in Table 8-5, which 
is an acceptable error given the complexity of the DIANA FE models. Thus, this comparison 
with experimental results gives confidence about the validity and accuracy of the DIANA 
model M5 to M7. 

Table 8-5 Comparison of modal vibration frequencies and periods from the impact hammer tests 
and the different computational models 

Model 
Frequency [Hz]  Period [sec] Deviation of 

1st mode from 
experimental 

value [%] 
1st 

Mode 
2nd 

Mode 
3rd 

Mode 
1st 

Mode 
2nd 

Mode 
3rd 

Mode 
Experimental 19.25 -- -- 0.0520 -- -- -- 

M1 21.61 135.39 379.19 0.0463 0.0074 0.0026 12.3 
M2 20.94 121.80 316.45 0.0478 0.0082 0.0032 8.8 
M3 21.24 131.59 361.92 0.0471 0.0076 0.0028 10.3 
M4 18.21 79.57 531.46 0.0549 0.0126 0.0019 5.4 
M5 19.49 88.80 310.20 0.0513 0.0113 0.0032 1.2 
M6 19.63 90.56 276.08 0.0509 0.0110 0.0036 2.0 
M7 20.40 91.85 261.10 0.0490 0.0109 0.0038 6.0 

Source: this report 

8.4 Linear Static Analysis 

The main objective of performing a linear static analysis using the different insulator 
computational model was to estimate the lateral stiffness of a single porcelain insulator post. 
The computed stiffness was sought to be compared to the stiffness estimate from the 
experimental load-displacement curve resulting from the first applied cycle in cyclic load 
testing of insulator post previously discussed in Chapter 2. 

For the sake of the FE linear static analysis, a unit lateral load is applied at the cantilever beam 
tip, and the corresponding displacements were determined at different nodes and elements. 
Due to the nature of linear elastic analysis, an estimate for the insulator lateral stiffness from the 
FEA is the slope of the force-displacement curve. It should be sufficient, due to linearity, to use 
one value for force and the corresponding displacement to compute stiffness. 

All the models (M1 through M7) used in this part of the study adopt a full fixation at all the 
nodes at the base, which is not exactly the case in cyclic loading test that is used to determine 
the insulator lateral stiffness experimentally. Although the insulator post was mounted to a 
rigid base plate and in turn attached to the reaction frame, the connection between the insulator 
and the plate was achieved through four bolts offering some rotational flexibility at the 
insulator base. Thus, it is expected that the FE solution might be stiffer than the test. A better 
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modeling of the base fixation including the four bolts is discussed in the next chapter in the 
context of the different parameters that affect the FE nonlinear solution. 

8.4.1 Stiffness Estimate Using Hand Calculations (Model M1) 
A quick estimate of the insulator lateral stiffness using hand calculations (Model M1) and 
displacement at the insulator tip due to a unit load is as follows: 

Basic information (Units: inches and kips) 

Young’s Modulus (E) = 10000 kips/in2 

Diameter (D) = 5 in 

Length (L) = 80 in 

2nd moment of inertia (I) = π (D4/64) = 30.68 in4 

Unit load applied at cantilever tip 

Stiffness Ks = 3 EI/L3 = 1.798 kips/in 

Tip displacement U = Unit load/Stiffness = 1/Ks = 0.556 in 

8.4.2 Stiffness Estimate Using FEA (Models M2 to M7) 
To estimate the stiffness, a unit force was applied at the tip of each cantilever beam model. For 
M2 and M4 SAP2000 models, the unit force was applied directly as a single nodal force at the 
cantilever tip. While for M3, M5, M6 and M7 DIANA models, and due to the nature of solid 
elements used, a surface load that is equivalent to a unit value was applied at the cantilever tip 
plane. Although only the displacement at the tip is needed for approximating the stiffness, the 
displacements at different locations along the height were obtained to show the deformed shape 
under the applied unit load. 

Figure 8.16 shows four locations at the upper section for recording the displacements for the 
sake of comparing the different models as presented in Table 8-6. The deformed shape of the 
cantilever model under a unit load is shown only for three models (M2, M5, and M6), and not 
all the models for brevity. The deformed shapes of these three models are shown in Figure 8.17, 
Figure 8.18, and Figure 8.19, respectively. 

X

Z

X

Z
Location A

Location BCD

 
Figure 8.16 Locations along height where displacements are observed to compare different 

computational models 

Source: this report 

The displacement values at the four locations are summarized and compared in Table 8-6 for 
models that have different properties for the upper insulator section from lower section to 
determine how changing the cross-section between upper and lower sections affect the 
deformed shape at the mid-height of the insulator. It is noted that the models that use a uniform 
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section for the whole insulator are using single elements. Therefore, there were not any 
intermediate nodes and only the tip displacement was reported for models M1, M2, and M3 in 
Table 8-6. From Table 8-6 and as discussed in the next section, it is noticed that the displacement 
response of the different models varied. Model M6 shows the least displacements and in turn 
highest stiffness. On the other hand, models M1 to M5 that focused mainly on modeling the 
porcelain core and a rough representation for the metallic caps show higher displacements.  

 

Figure 8.17 Deformed shape due to a unit load for model M2 (U = 0.558 in) 

Source: this report 

 

 

Figure 8.18 Deformed shape due to a unit load for model M5 (U = 0.567 in) 

Source: this report 

 

 

Figure 8.19 Deformed shape due to a unit load for model M6 (U = 0.417 in) 

Source: this report 

Table 8-6 Comparison of displacements at different locations for different models 
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Model Displacement [in.] 
A B C D 

M1 0.5560 -- -- -- 
M2 0.5576 -- -- -- 
M3 0.5850 -- -- -- 
M4 0.5657 0.1766 0.1520 0.1280 
M5 0.5670 0.1772 0.1525 0.1284 
M6 0.4170 0.1269 0.1099 0.0949 
M7 0.5050 0.1520 0.1300 0.1130 

Source: this report 

8.4.3 Comparison of Estimated Values of Lateral Stiffness 
Using the tip displacement value resulting from applying a unit load and determined from each 
computational model, the lateral stiffness can be easily estimated. For the experimentally 
estimated stiffness, the used load-displacement curve was the one resulted from the cyclic 
loading test that was conducted before the fragility test for the 230-kV porcelain insulator post. 
The cycle used to estimate the stiffness was the first cycle where displacements were applied 
gradually from 0 to 0.5 inch. The stiffness was estimated as the secant tangent at the end of the 
cycle, i.e. the displacement value was known as 0.5 inch, and the corresponding force was 
measured from the load cell mounted on the actuator used in testing. 

The stiffness values from different models are summarized and compared against each other 
and against the experimental value in Table 8-7. It is noticed that the simplified models (M1 to 
M5) that did not implement the insulator sheds are more flexible than the models with complex 
geometry (M6 and M7). The stiffness values from the simplified models compare better to the 
experimental estimate of the stiffness. The DIANA model M6 is stiffer than M7, although both 
of them model the sheds and this can be attributed to the more flexible cap zones in M7 
resulting from the grout layer and connection between metallic caps and  the porcelain core. 

Table 8-7 Insulator stiffness comparison from experimental and computational results 

Model Force [kips] Displacement [in.] Stiffness [kips/in.] 

Experiment 0.807 0.500 1.614 
M1 1.000 0.556 1.799 
M2 1.000 0.557 1.795 
M3 1.000 0.585 1.709 
M4 1.000 0.566 1.768 
M5 1.000 0.567 1.764 
M6 1.000 0.417 2.398 
M7 1.000 0.505 1.980 

Source: this report 

In summary, the comparison and close agreement between the FE results and the experimental 
value in Table 8-7 give confidence about the validity and accuracy of the FE models, 
particularly the DIANA model that included sheds and the accurate representation of the caps. 
Meanwhile, it can be concluded that a simplified model such as M3 non-prismatic SAP2000 
model is sufficient for linear analyses. The models with complex geometry or porcelain-metallic 
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cap connection zones, where fracture surfaces are likely to form in nonlinear analysis, may be 
relaxed in linear analyses. 

The importance of accurate modeling is emphasized when carrying nonlinear analysis because 
all the predicted stiffness values from the computational models are higher than that from the 
experiment, refer to Table 8-7. This is attributed to the full fixation at the base in the 
computational models and to neglecting possible separation between the porcelain and the 
grout. This justifies and motivates the need for adopting more detailed boundary conditions 
where flexibility at the base is modeled and where sheds and caps are accurately modeled to 
account for this possible separation using interface elements as discussed in Chapter 9. 

8.5 Effect of Porcelain Elasticity on FE simulation 

In this section, the developed DIANA model with accurate representation of sheds and caps 
(M7) was used to vary the porcelain Young’s modulus to study its effect on the fundamental 
frequency from the eigen solution and on the top displacement from the static analysis with a 
unit force applied at the top of the insulator stack as a surface load. Table 8-8 summarizes the 
findings from this parametric study. Figure 8.20 shows the variation of the fundamental 
frequency with the variation of Young’s modulus of the porcelain. It is concluded that the value 
of the porcelain Young’s modulus used in the FE model affects the results significantly. 
Therefore, accurate estimate of the porcelain Young’s modulus is necessary for reliable FE 
simulation justifying the need for material characterization tests discussed in Chapter 2. 

Table 8-8 Influence of porcelain and grout Young’s moduli on the insulator stack response 

Porcelain modulus 
[ksi] 

Grout modulus 
[ksi] 

Fundamental mode 
[Hz] 

Tip displacement 
[in.] 

10000 2500 20.399 0.451 
15000 2500 24.252 0.316 
20000 2500 27.277 0.249 
25000 2500 29.769 0.210 
30000 2500 31.880 0.181 

Source: this report 
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Figure 8.20 Variation of the fundamental frequency with the porcelain Young’s modulus 

Source: this report 
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9 Ranking Uncertainties in Porcelain Insulator 
Modeling 

9.1 General 

After evaluating the different computational models in Chapter 8, it is desirable to conduct 
nonlinear static analyses by applying incremental displacement at the insulator tip until failure 
takes place. Subsequently, a sensitivity study was conducted to study how the force (cantilever 
load) and displacement at failure are affected by changing different model parameters such as 
the porcelain Young’s modulus or its tensile strength. In other words, since each of the model 
parameter reflects a source of uncertainty (or a random variable), it is desired to rank these 
sources of uncertainties to determine which parameter affects the modeled insulator response 
more. A Tornado Analysis framework, similar to what was adopted by Lee and Mosalam (2005) 
in a previous sensitivity stud, was utilized in the conducted study.     

For this purpose, two FE models were used to perform the nonlinear analyses and conduct the 
parametric (sensitivity) study. The first model is a simplified model with a uniform cross-
section along the insulator’s entire height. The second model is a more complicated model that 
includes all the complex geometry features, i.e. insulator sheds and interaction between 
porcelain and metallic cap through the cementitious grout layer. The simplified model was 
adopted from DIANA model M3 and is referred to as M3N, while the complicated model was 
adopted from DIANA model M7 and is referred to as M7N. The letter “N” in the model names 
is meant to emphasis that these are nonlinear models used to conduct nonlinear analyses. 

The first model M3N was used only to study the parameters related to the porcelain nonlinear 
material model. It is worth noting that this model is only a porcelain uniform cylinder and thus 
no grout or metallic caps exist. Also in this model, full translational and rotational fixities are 
applied at all the nodes at the base. Assuming full fixation is not very accurate due to the nature 
of the bolts used to mount the tested insulator onto the base plate. However, such 
approximation may be accepted in a simplified uniform model like M3N. 

For model M7N, not only were the nonlinear porcelain material model parameters varied, but 
also grout Young’s modulus and model boundary conditions were considered. The tornado 
analysis framework was adopted only for the M7N model due to the comprehensive set of 
parameters included in its sensitivity study. In this model, better modeling of the insulator base 
boundary conditions was pursued. This was achieved through using linear springs at the base 
as discussed in the following sections.  

The variation of the boundary conditions, one of the considered sources of uncertainties, was 
sought by varying the stiffness of the linear springs. It was also favorable to accurately model 
and simulate the separation that may occur at failure at the grout/porcelain or grout/metallic 
cap interaction surfaces. A proposed reduction in the grout Young’s modulus value was the 
adopted technique here to account for grout separation and/or degradation due to micro-
cracking that might develop at failure.  

More details and further description of the adopted nonlinear material model used for porcelain 
are presented first in the following section. Next, the computational model M3N analysis and 
results are presented. The study that utilized the M7N model is covered in subsequent sections. 
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The discussion describes the model features and the different sources of uncertainties in 
porcelain insulator modeling that were involved in the sensitivity parametric study. Finally, the 
adopted tornado analysis framework and analysis results are concluded in the last section.  

9.2 Nonlinear Material Model 

The porcelain material nonlinearity in both M3N and M7N was modeled by the Total Strain 
Rotating Crack Model available in DIANA (2008). The parameters of the nonlinear model were 
determined from the previously mentioned material tests that included testing three porcelain 
cylindrical specimens in tension and three in compression, refer to Chapter 2. The Total Strain 
Crack model takes into account the crack’s initiation and propagation, and describes the tensile 
and compressive behavior of a material with one stress-strain relationship. The crack initiation 
and propagation are specified as a combination of tension cut-off, tension softening, and 
compression behavior. 

9.2.1 Tension Cut-off 
DIANA offers two tension cut-off criteria, namely constant and linear. The constant cut-off 
model, shown in Figure 9.1(a), is the one adopted in this study. The cut-off value is the 
porcelain tensile strength determined from material tests. 

9.2.2 Softening Model 
DIANA offers a variety of softening models such as brittle, linear, exponential, and multi-linear 
as shown in Figure 9.2. The Linear tension softening model shown in Figure 9.1(b) is adopted. 
The critical strain crε  is computed from the tensile strength and Young’s modulus determined 
from material tests. The ultimate strain ultε  is computed as x times the critical strain. The area 
under the softening curve represents the fracture energy density gf, i.e. fracture energy Gf 

(energy consumed to form one unit area of a crack) normalized by the element size as 
represented by the so-called crack band width, taken as the cubic root of the volume of each 
finite element. Figure 9.1(b) shows the different parameters defining the softening model. 

 
    (a) 2D constant tension cut-off (b) Linear tension softening curve 

Figure 9.1 Nonlinear material model used to define the porcelain in M3N and M7N DIANA computational 
models 

Source: DIANA manual, 2008 
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Figure 9.2 Softening models for smeared cracking in DIANA 

Source: DIANA manual, 2008 

9.2.3 Compressive Behavior 
For simplicity, the compressive behavior adopted in the material model is assumed to be linear 
elastic. This is reasonable because of the symmetry of the model and the fact that the tensile 
strength is about four times smaller than the compressive strength from the material tests. 
 

9.3 Simplified Model M3N 

In this section, the computational results for model M3N, which is the nonlinear version of 
model M3 with the added nonlinear material properties and the crack propagation model, are 
presented. A total tip displacement of 1.0 inch was incrementally applied in 5% step size to 
capture the failure. 

9.3.1 M3N Models 
Different models were adopted and focused on finding an upper bound and a lower bound for 
the overall nonlinear behavior of the insulator. The three parameters, i.e. porcelain Young’s 
modulus Ep, porcelain tensile strength ft, and factor x (where x = εult / εcrack) control M3N. The 
first two parameters vary according to the material test results in Chapter 2. Consequently, 
different models were adopted and summarized in Table 9-1. The models M3N-B1 through 
M3N-B12 used the different values of the three parameters while model M3N-MeanAll used the 
mean values of the three parameters. 
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Table 9-1 Different M3N models and corresponding parameters 

M3N model Ep [ksi] ft [ksi] εcrack εultimate x Remarks 

M3N-MeanAll 15105.33 7.687 5.09×10-4 2.54×10-2 50 Mean E, ft 
M3N-B1 16257.52 10.052 6.18×10-4 6.18×10-2 100 Upper bound 
M3N-B2 16257.52 10.052 6.18×10-4 3.09×10-2 50 -- 
M3N-B3 16257.52 10.052 6.18×10-4 6.18×10-3 10 -- 
M3N-B4 16257.52 5.888 3.62×10-4 3.62×10-2 100 -- 
M3N-B5 16257.52 5.888 3.62×10-4 1.81×10-2 50 -- 
M3N-B6 16257.52 5.888 3.62×10-4 3.62×10-3 10 -- 
M3N-B7 13831.37 10.052 7.27×10-4 7.27×10-2 100 -- 
M3N-B8 13831.37 10.052 7.27×10-4 3.63×10-2 50 -- 
M3N-B9 13831.37 10.052 7.27×10-4 7.27×10-3 10 -- 

M3N-B10 13831.37 5.888 4.26×10-4 4.26×10-2 100 -- 
M3N-B11 13831.37 5.888 4.26×10-4 2.13×10-2 50 -- 
M3N-B12 13831.37 5.888 4.26×10-4 4.26×10-3 10 Lower bound 

Source: this report 

9.3.2 M3N Nonlinear Analysis 
Typical deformed shape and displacement distribution for one of the nonlinear M3N models 
are shown in Figure 9.3 just before and at failure. It is obvious how the curvature of the 
cantilever changed due to the failure. In this preliminary parametric study, families of force-
displacement relationships where one parameter was varied while the rest of the parameters 
were held constant are presented and discussed in the following paragraphs.  

The effect of the porcelain Young’s modulus on the nonlinear behavior of the model is shown in 
Figure 9.4. As the Young’s modulus value decreases, the initial tangent stiffness decreases, and 
consequently, failure takes place at higher displacement values. Therefore, it is concluded that 
varying the Young’s modulus for constant tensile strength and εultimate/εcrrack ratio does not affect 
the failure load, but only affects the model flexibility and failure displacement. 

The effect of varying the porcelain tensile strength is shown in Figure 9.5. Increasing the tensile 
strength increases the model capacity which increases both the failure load and displacement. 
On the other hand, the initial stiffness is not affected by the tensile strength value. 

The last factor considered in this preliminary study is the x factor for porcelain. From the 
adopted linear tension softening model, increasing x for a constant Ep and ft increases the area 
under the curve that reflects the fracture energy density implying higher failure capacity. Figure 
9.6 confirms this expectation where increasing x increases both the failure load and 
displacement, while initial stiffness remains the same. 

It was desired also to compare the mean, upper bound, and lower bound cases to the force-
displacement relationship from the fragility curve of the tested 230-kV porcelain insulator. From 
Figure 9.7, it can be observed that the overall nonlinear behavior of the model is not very close 
to the experimental results. Thus, it is recommended to investigate other parameters that would 
affect the overall insulator model behavior in a more detailed parametric study for the more 
accurate model M7N. The sensitivity analysis of the different sources of uncertainties is then 
limited only to the M7N model. 
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It can be noticed also from Figure 9.7 that the FE model is always stiffer than the real 
experimental case even if the lower bound in Ep and ft were used. This may be attributed to the 
rigidity at the base due to the adopted fixation at all base nodes. Therefore, it is recommended 
to consider a parameter that reflects the base flexibility using springs in the second set of 
analysis using the M7N model. Another reason for the high stiffness observed for the M3N 
models is the lack of the grout and metal/grout/porcelain contact zones. Thus, another 
parameter to consider in the parametric study of M7N should be the grout Young’s modulus 
degradation that reflects micro-cracking or separation at the contact zones. 

The analysis results, mainly the load and tip displacement at failure, for all the different models 
are summarized in Table 9-2. The failure load and displacement from the fragility test are also 
included in the same table. It is worth noting that the fragility test followed a sequence of cyclic-
loading tests that shifted the starting point when the insulator was pulled until failure. Thus, 
the fragility test results, which have been utilized throughout the FE models comparisons, were 
modified by bringing the shifted post-processed force-displacement relationship previously 
shown and discussed in Chapter 2 to the zero starting point. These modified values are 
included in the table below. 

 
 

  
Load Step 31 (1.55 inch) Load Step 32 (1.6 inch) 

(a) Just before failure (b) At failure 

Figure 9.3 Deformed shape and displacement distribution for model M3N-B2 

Source: this report 
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Figure 9.4 Force-displacement relationships of M3N for the effect of varying the porcelain Young’s 
modulus 

Source: this report 
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Figure 9.5 Force-displacement relationships of M3N for the effect of varying the porcelain tensile strength 
only 

Source: this report 



178 

 

0 0.5 1 1.5 2 2.5
0

0.5

1

1.5

2

2.5

3

3.5

Displacement [inch]

Fo
rc

e 
[k

ip
s]

 

 
x=100
x=50
x=10

 

Figure 9.6 Force-displacement relationships of M3N for the effect of varying the factor x for the porcelain 

Source: this report 
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Figure 9.7 Force-displacement relationship of M3N-MeanAll, Upper bound, Lower bound, and pull test 
results 

Source: this report 
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Table 9-2 Failure load and displacement values for the different M3N models 

Model Top Displacement 
[inch] 

Applied Force 
[kips] 

Fragility Test 1.596 2.232 

Mean all 1.300 2.506 

BW1 1.950 3.566 

BW2 1.550 3.247 

BW3 0.950 2.457 

BW4 1.200 2.142 

BW5 0.950 1.953 

BW6 0.600 1.516 

BW7 2.300 3.530 

BW8 1.800 3.220 

BW9 1.100 2.433 

BW10 1.400 2.129 

BW11 1.100 1.940 

BW12 0.650 1.441 

Source: this report 

9.3.3 Strain Analysis Results 
Besides the force-displacement relationships, crack patterns at each step were investigated. In 
Figure 9.8, the crack patterns of model M3N-B2 at different steps are shown starting at the 12th 
load step (0.60 in.) at the onset of the first crack at arbitrary steps until the 31st load step when 
the insulator model undergoes a global failure. In this analysis, failure is defined when the 
maximum number of cracks is achieved. That is because after the failure, e.g. at the 40th load 
step, the crack pattern might have been slightly changed but the number of cracks remains the 
same. This is a very important observation in defining the failure especially when defining 
when the failure happened during the conducted nonlinear dynamic analysis. In other words, 
the onset of cracking does not necessarily reflect the global failure of the model, but typically, 
the cracks start to open prior to the global failure. Closer views for the crack patterns are shown 
in Figure 9.9. The different colors correspond to the normal crack strain. The circles and lines 
inside them indicate crack direction. 
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Figure 9.8 Crack pattern at different steps for M3N-B2 model as viewed by FX+ 

Source: this report 

 

 
Figure 9.9 Closer views for the crack pattern at the lower porcelain section indicating cracks size and 

direction 

Source: this report 
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9.4 Detailed Model M7N  

9.4.1 FE Model Description 
Additional features were added to the model M7, previously discussed in Chapter 8, to 
generate the nonlinear model M7N. The mesh for the complex geometry of the insulator 
metallic caps, porcelain core and sheds was generated using FX+. Nonlinear static analysis 
under displacement-control applied at the insulator top with 0.05-inch increments was 
performed using DIANA. The nonlinear material model adopting the Total Strain Rotating 
Crack Model is used for the porcelain core and sheds while elastic linear materials used for the 
metallic caps and grout layers between the porcelain and caps. 

The model base boundary conditions were modified from M7 such that only sufficient 
boundary conditions to maintain stability and prevent any rigid body modes were used. The 
applied boundary conditions (refer to Figure 9.10(a) for the XYZ axes) for M7N are as follows: 

- One node at base center on axis of symmetry was fully restrained in Y and Z directions 
- Two nodes at compression side were fully restrained in X direction only 
- Two nodes at the opposite tension side were partially restrained in X direction through 

flexible linear springs representing the behavior of the tension bolts used to fix the insulator 
base. Thus, the spring stiffness was determined from the bolt geometrical and material 
properties. 

The effect of boundary conditions on model stiffness is one of the sources of uncertainties 
explored in the sensitivity study. That is because a wide variety of bolts of different sizes and 
lengths could be used in installation. Thus, the spring stiffness was calibrated to resemble 3 
different bolts possibly used to fix the insulator base. The geometric model and mesh for M7N 
are shown in Figure 9.10(a). A typical deformed shape at failure just after DIANA nonlinear 
solver converged is shown in Figure 9.10(b). 

9.4.2 Sources of Uncertainties (Parameters Used in the Study) 
The FE model was used to study the sensitivity of the porcelain insulator computational model 
response to the different input parameters that reflect sources of uncertainties in modeling. 
Basically, the tracked insulator response is meant to be the lateral stiffness, failure cantilever 
load and corresponding top displacement. Each source of uncertainty does not have an exact 
deterministic value, but is likely to have different values or a range of possible values. Thus, it is 
very common in the literature to find the sources of uncertainties sometimes referred to as 
random variables.  

Five parameters were considered in this study such that one parameter was varied at a time 
while the remaining four parameters were held constant at their mean values. A brief 
description of each of the considered parameters and how it could be a source of uncertainty in 
modeling the substations porcelain insulator posts is presented in this section. Moreover, the 
different values considered for each parameter, or better designated as random variable in this 
context, are also mentioned in the following discussion. 

The first type of parameters is related to the nonlinear porcelain material model definition and 
includes: Young’s Modulus (Ep), tensile strength (ft) and fracture energy density (gf).  These are 
clear sources of uncertainties since a typical insulator identification sheet does not contain 
enough information about the ceramic material used in the insulator post. Moreover, when 
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material tests were conducted at an early stage of this study (refer to Chapter 2) to obtain better 
figures of the missing material properties, the tested specimens showed a huge variation in the 
determined properties. The Young’s modulus and tensile strength determined for the 3 
cylindrical specimens previously tested are shown in Table 9-3. The corresponding standard 
deviation, mean and Coefficient of Variation (COV) are shown in Source: this report 

Table 9-4. The large COV values obviously reflect the uncertainty in material properties. This is 
expected for a very brittle material like porcelain where accurate instrumentations and readings 
at failure are hard to obtain. Although increasing the number of tested specimens can help 
increase confidence of results and reduce uncertainties, yet the porcelain material properties 
will remain a source of uncertainty in porcelain insulator modeling. 

(a) FE mesh generated by FX+ 

(b) Deformed shape after failure for an applied top displacement of 2.5 inch 
Figure 9.10 M7N nonlinear geometric model and mesh 

Source: this report 

 

Table 9-3 Porcelain tensile strength and Young’s modulus determined from 3 different cylindrical 
specimens 

Specimen Young's Modulus [ksi] Tensile Strength [ksi] 
1 15227 10.05 
2 13831 5.89 
3 16257 7.12 

Source: this report 
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Table 9-4 Variation in determined porcelain material properties 

Statistical Quantity Young's Modulus Tensile Strength 
Standard Deviation [ksi] 1217.6 2.14 

Mean [ksi] 15105 7.69 
Coefficient of Variation 8.06% 27.80% 

Source: this report 
 

Another source of uncertainty is the value used to calibrate the stiffness of the model spring 
boundaries as previously mentioned. The existence of these springs is meant to represent the 
bolts used to attach the insulator base to its support structure. The bolts could be tensioned or 
compressed when the insulator undergoes earthquake loading for example. The variation can 
be a result of using different bolt lengths or even similar bolts but fabricated from a different 
alloy. It was desired to study how this variation could affect the global response of the insulator 
post. 

The last parameter considered in the sensitivity study is the possible degradation and/or 
separation in the grout layer at the contact surface between the porcelain core and the metallic 
flange (cap). In order to avoid a more computationally expensive FE model, a linear elastic 
material model was used for the grout layer. However, the micro-cracking in the grout layer is 
counted for through using reduced Young’s modulus values. For example a 50% of Young’s 
modulus initial value should approximately reflect a behavior of a partially cracked layer, and 
the extreme value 0% should indicate full separation or fully cracked layer. The micro-cracking 
behavior or degradation of the grout interface layer is then a source of uncertainty that cannot 
be avoided even through a nonlinear material modeling. That is because the nonlinear material 
model parameters will introduce even more sources of uncertainties to calibrate. 

The different values assigned for each of the above mentioned modeling parameters (random 
variables) are as follows: 

- Porcelain Young’s modulus (Ep): Values used are those resulting from the material tests 
discussed in Chapter 2 and restated here in Table 9-3. The lower bound (LB) = 13831 ksi 
[9.54×1010 N/m2], while the upper bound (UP) =16258 ksi [1.12×1011 N/m2]. 

- Porcelain tensile strength (ft): Values used are also taken material tests (Table 9-3). The LB 
= 5.9 ksi [4.06×107 N/m2] and UB = 10.1 ksi [6.93×107 N/m2]. When ft is varied, the 
porcelain fracture energy density (gf) is held constant by computing the equivalent x factor 
that would result in the same gf for all cases of ft. 

- Porcelain fracture energy density (gf): For constant Ep and ft, gf is varied by assuming 
different x factors between a LB = 1, i.e. brittle case, and an assumed UB = 50. 

- Grout Young’s modulus (Eg): Since micro-cracking is very likely to take place at failure 
during the insulator fragility test, Eg is varied to reflect the reduction that may have 
resulted from micro-cracking in the grout layer. A LB of 10% of grout Young’s modulus 
original value is used, while the UB is 100% to emphasis the case when there is no grout 
micro-cracking. 
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- Spring’s stiffness (ks): Since the bolts are modeled as linear springs reflecting the bolt 
mechanical properties, three different bolt lengths, 0.5, 1.0, and 1.5 inch, were used to 
compute equivalent bolt stiffness in tension to study the effect of base flexibility on 
insulator stiffness. 

To study the sensitivity of the modeled insulator post to each of the above mentioned 
parameters independently, five groups of models were used. In each group, only one parameter 
was varied and the remaining parameters were held constant at their mean values. The mean 
value used for x was chosen to be 35, while the mean value for Eg is 25% of its original value. 
The mean value for the spring stiffness was considered the one computed for 1.0 inch bolt 
length. Consequently, 14 different combinations, and in turn 14 different models, forming 5 
groups, namely A to E were sought to conduct the parametric (sensitivity) study.  Table 9-5 
shows the different analysis groups, models, and parameters. For each group, the varied 
parameter values cells are highlighted in the table. The analysis results of these different groups 
are presented in the next section. 
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Table 9-5 Different models used in M7N FE parametric study 

Model Group Ep 
[ksi] ν ft, 

[ksi] 
Crack 
strain x Ultimate 

strain 
Eg 

[ksi] 
ks 

[kips/in] Remarks 

M7N - B1 
A:           

to study 
effect of gf 

(or x) 

15105.3 0.238 7.69 0.00051 50 0.02548 2500 3757200 Mean Ep, Mean ft, Eg (100%), Mean ks 

M7N - B2 15105.3 0.238 7.69 0.00051 10 0.00510 2500 3757200 Mean Ep, Mean ft , Eg (100%), Mean ks 

M7N - B3 15105.3 0.238 7.69 0.00051 5 0.00255 2500 3757200 Mean Ep, Mean ft , Eg (100%), Mean ks 

M7N - B4 15105.3 0.238 7.69 0.00051 1 0.00051 2500 3757200 Mean Ep, Mean ft , Eg (100%), Mean ks 

M7N - B5 

B:           
to study 

effect of Eg 

15105.3 0.238 7.69 0.00051 35 0.01784 2500 3757200 Mean Ep, Mean ft , Eg (100%), Mean ks 

M7N - B6 15105.3 0.238 7.69 0.00051 35 0.01784 1250 3757200 Mean Ep, Mean ft , Eg (50%), Mean ks 

M7N - B7 15105.3 0.238 7.69 0.00051 35 0.01784 625 3757200 Mean Ep, Mean ft , Eg (25%), Mean ks 

M7N - B8 15105.3 0.238 7.69 0.00051 35 0.01784 250 3757200 Mean Ep, Mean ft , Eg (10%), Mean ks 

M7N - B7* 
C:           

to study 
effect of ks 

15105.3 0.238 7.69 0.00051 35 0.01784 625 3757200 Mean Ep, Mean ft , Eg (25%), Mean ks 

M7N - B9 15105.3 0.238 7.69 0.00051 35 0.01784 625 2506700 Mean Ep, Mean ft , Eg (25%), ks=LB 

M7N – B10 15105.3 0.238 7.69 0.00051 35 0.01784 625 7537250 Mean Ep, Mean ft, Eg (25%), ks=UB 

M7N - B7* 
D:           

to study 
effect of Ep 

15105.3 0.238 7.69 0.00051 35 0.01784 625 3757200 Mean Ep, Mean ft, Eg (25%), Mean ks 

M7N - B11 16257.5 0.238 7.69 0.00047 35 0.01656 625 3757200 UB Ep, Mean ft, Eg (25%), Mean ks 

M7N - B12 13831.4 0.238 7.69 0.00056 35 0.01944 625 3757200 LB Ep, Mean ft, Eg (25%), Mean ks 

M7N - B7* 
E:           

to study 
effect of ft 

15105.3 0.238 7.69 0.00051 35 0.01784 625 3757200 Mean Ep, Mean ft, Eg (25%), Mean ks 

M7N - B13 15105.3 0.238 10.05 0.00067 20 0.01364 625 3757200 Mean Ep, UB ft, Eg (25%), Mean ks 

M7N - B14 15105.3 0.238 5.89 0.00039 60 0.02328 625 3757200 Mean Ep, LB ft, Eg (25%), Mean ks 

*Model M7N–B7 is repeated to emphasis its recurrence for comparisons in different groups since it is the model that represents the mean values for all the 
parameters. Source: this report 
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9.4.3 Parametric Study Results 
The conducted nonlinear static analysis involved applying a total tip displacement of 2.5 inch in 
50 steps (at 0.05-inch increments). The corresponding force at base was reported to obtain the 
sought force-displacement relationship. The analysis was repeated for each of the 14 models 
listed in Table 9-5, and the obtained force-displacement relationships were compared to the 
fragility pull test results. Five families of relationships are presented. Each represents the effect 
of one of the sources of uncertainties previously introduced. The analysis focused on tracking 
how the insulator initial stiffness, load and displacement at failure sensitivity to the different 
parameters. Figure 9.14 through Figure 9.13, which correspond to the families of curves for 
model groups A through E, show the effect of the porcelain fracture energy density (gf),  grout 
Young’s modulus (Eg), spring stiffness (ks), porcelain Young’s modulus (Ep), and porcelain 
tensile strength (ft), respectively.  
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Figure 9.11  Force-displacement relationships of the different M7N models studying the effect of varying 
gf (or x) only (Group A) 

Source: this report 
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Figure 9.12 Force-displacement relationships of the different M7N models studying the effect of varying 

Eg only (Group B) 

Source: this report 
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Figure 9.13 Force-displacement relationships of the different M7N models studying the effect of varying ks 

only (Group C) 

Source: this report 
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Figure 9.14 Force-displacement relationships of the different M7N models studying the effect of varying 

Ep only (Group D) 

Source: this report 
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Figure 9.15 Force-displacement relationships of the different M7N models studying the effect of varying ft 

only (Group E) 

Source: this report 
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A summary of failure loads and corresponding displacements obtained from the previously 
shown curves for each of the 14 different models is shown in Table 9-6. These values were used 
to evaluate the range of change in response corresponding to each of the studied sources of 
uncertainties. That is to carry out the tornado diagram analysis as discussed in the next section. 

Table 9-6 Summary of different M7N nonlinear models failure load and displacement 

Group 
(Table 9-5) 

Variable 
Parameter Model Failure Load 

[kips] 
Disp. at Failure 

Load [inch] 

A gf  (or x) 

M7N- B1 2.813 1.60 

M7N- B2 2.072 1.05 

M7N- B3 1.720 0.85 

M7N- B4 1.041 0.50 

B Eg 

M7N- B5 2.648 1.45 

M7N- B6 2.651 1.50 

M7N- B7 2.621 1.50 

M7N- B8 2.605 1.60 

C ks 
M7N- B9 2.628 1.60 

M7N- B10 2.611 1.40 

D Ep 
M7N- B11 2.633 1.45 

M7N- B12 2.621 1.60 

E ft 
M7N- B13 3.082 1.70 

M7N- B14 2.218 1.35 

Source: this report 

9.5 Tornado Diagram Analysis 

The tornado diagram, commonly used in decision analysis, has been recently used in sensitivity 
analysis in earthquake engineering (Porter et al. 2002) and probabilistic seismic evaluation of 
structural components and systems (Lee and Mosalam, 2005). Such framework presents another 
way of studying the effect of sources of uncertainties in a sensitivity study. This tornado 
diagram consists of a set of horizontal bars, referred to as swings, one for each source of 
uncertainty (random variable). The length of each swing represents the variation in the output 
due to the variation in the respective random variable. Thus, a variable with larger effect on the 
output has larger swing than those with lesser effect. In a tornado diagram, swings are 
displayed in the descending order of the swing size from the top to the bottom. This wide-to-
narrow arrangement of swings eventually resembles a tornado. The procedure of developing a 
tornado diagram, as illustrated by Lee and Mosalam (2006), is shown in Figure 9.16. 
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Figure 9.16 Procedure of developing a tornado diagram  

Source: Lee and Mosalam, 2006 

In this study, the output of a tornado diagram is one of the porcelain insulator response 
quantities. These are the failure load and corresponding displacement. Typically in a tornado 
diagram analysis, the deterministic function is evaluated twice, using the two extreme values of 
the selected input random variable, while the other input random variables are set to their best 
estimates such as the medians. The conducted nonlinear FE analysis of the single porcelain 
insulator post is considered to be the deterministic function evaluation step in this study. In 
addition, each of the 5 groups of parameters that ranged between an upper and lower bounds 
represented the input to the FE analysis. When one of the input parameters (variables) was set 
to a lower or upper bound, the rest of parameters (variables) were set to the mean values as 
discussed in the previous section and shown in Table 9-5. In this case, the two bounding values 
of the output can be obtained directly from Table 9-6 that summarizes the failure load and 
displacement (output) values for each run (variable input). The absolute difference of these two 
values is the swing of the output corresponding to the selected input random variable. The 
tornado is then built by arranging the obtained swings in a descending order as mentioned 
above, and the sources of uncertainties are ranked accordingly according to its influence. The 
tornado diagram for the first output which is the failure load is shown in Figure 9.17, while that 
for the displacement at failure is shown in Figure 9.18 with each swing representing the effect of 
one of the considered sources of uncertainties. 
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Figure 9.17 Tornado diagram for the effect of different parameters (sources of uncertainties) on porcelain 

insulator failure load 

Source: this report 
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Figure 9.18 Tornado diagram for the effect of different parameters (sources of uncertainties) on insulator 

displacement corresponding to failure load 

Source: this report 
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9.6 M7N Parametric Study Conclusions 

From the shown force-displacement relationships and summary of failure loads and 
displacements obtained for each M7N model, in addition to the conducted tornado diagram 
analysis presented in previous sections, one draws the following conclusions: 

• The FE model of porcelain insulator post is most sensitive to the assumed x-factor, i.e. 
the fracture energy density defined for the Total Strain Rotating Crack model is the most 
significant parameter affecting the failure load and its corresponding displacement values 
for a given stiffness. The uncertainty in porcelain fracture energy is ranked on top of 
other sources of uncertainties as suggested by the tornado diagrams. 

• The second important variable affecting FE model sensitivity is the porcelain tensile 
strength ft. It affects the failure load and the corresponding displacement values 
significantly without affecting the insulator initial stiffness. It only starts to affect the 
tangent stiffness when it approaches the peak load in the nonlinear part of the behavior. 

• Each of the porcelain Young’s modulus Ep, grout Young’s Modulus Eg, and spring 
stiffness ks mainly affect the insulator initial stiffness without affecting the failure load. In 
other words, the failure load tornado swings corresponding to these parameters are almost 
zero. Thus, the effects of these parameters are reflected only on the displacement at 
failure. 

According to the above conclusions, it is highly recommended to set and conduct more physical 
material tests for accurately determining the porcelain fracture energy and its tensile strength. 
This will reduce the uncertainty in these influential parameters for more confident decisions 
based on porcelain insulator modeling. This is drawn from the observation that these 
parameters significantly affect cantilever load capacity (failure load) and corresponding 
displacement at failure of porcelain insulator posts.  
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10 Finite Element Dynamic Analyses 
10.1 General 

Accurate computational models for 230-kV insulator posts were developed and calibrated 
through linear and nonlinear static analyses in the previous chapters. Moreover, a detailed 
study for ranking sources of uncertainties in modeling of porcelain insulators was conducted. 
The most accurate DIANA model previously introduced, M7N, that accounted for the exact 
geometry and porcelain core-metallic cap grout interface was used to conduct linear and 
nonlinear dynamic analyses as discussed in this chapter. The nonlinear model parameters were 
calibrated from the best matching model amongst the different M7N models that were utilized 
in the parametric study and nonlinear static analyses. Accordingly, model M7N-BM12 that used 
a lower bound for porcelain Young’s modulus and the mean values for the rest of model 
parameters, as defined in Table 9-5, was found to be the best matching one. 

The dynamic analyses results presented in this chapter start with an eigenvalue analysis and 
linear dynamic analysis for comparison with conducted tests for calibration purposes. The 
eigenvalue analysis aimed at comparing the natural frequency of the model M7N-BM12 to the 
experimentally determined value for the 230-kV porcelain insulator (Chapter 2). The linear 
analysis results, that used the offline generated signal at the top of the support structure in 
previous full switch test on PEER table, were compared against a 100% scale substructured 
dynamic test without live parts (Chapter 4).   

The FE model was found to be capable of reproducing the dynamic test results in an acceptable 
manner. Therefore, it was utilized to carry out a nonlinear incremental dynamic analysis. A 
nonlinear analysis was initially started by scaling the full 50-sec offline signal used in linear 
analysis but the computational time was very demanding. Thus, only the strong motion part of 
the signal (comprising the peak acceleration) was used for the dynamic analyses. 

The main objective of the nonlinear dynamic analyses was to understand the nature of the 
insulator global failure under dynamic loading. It is to be noted that the insulator failure 
through dynamic testing was not possible due to the shaking table limitations where only up to 
130% of the motion was applied. This shaking was not strong enough to fail the insulator even 
with the additional mass of the live parts and the introduced double channels at base. The 
partial signal was applied with increasing scale until global failure was captured. Finally, 
several nonlinear curves for the peak response were produced to characterize the nonlinear 
dynamic behavior of the modeled 230-kV porcelain insulator.   

10.2 Linear Dynamic Analysis  

10.2.1 M7N Model 
The nonlinear model M7N-BM12 was used for the dynamic analysis. This model has been 
calibrated using the nonlinear static analysis where the failure load and displacement were 
found to be close to the values determined from fragility tests conducted at earlier stages of the 
study (Chapter 2). However, one change was adopted in the model for the dynamic analyses 
presented in this chapter. This change included introducing four tension-only springs at the 
porcelain base as boundary conditions instead of using two in the static analyses. The reason for 
adding two more tension springs is that the tension side was known beforehand in the static 
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analyses since the input displacements were applied in one direction. Therefore, tension springs 
were needed only at the tension side at two nodes to represent the bolts used for the insulator 
attachments. On the other hand, the tension side reversed during dynamic analyses, requiring 
the use of four springs to represent the four bolts at the base. The springs were also modified to 
have bilinear behavior with infinite stiffness in compression and calibrated value in tension. The 
springs were required to act as fixation when compressed to represent the actual behavior of the 
insulator where the metallic cap cannot penetrate through the base plate used for attaching the 
insulator. However, the bolts can stretch when tensioned to allow for the rotations that can take 
place at the insulator base. 

To make sure that the modified boundary conditions will not change the natural frequency of 
the single insulator post, an eigenvalue analysis was conducted first before starting any 
dynamic analyses. The obtained fundamental frequency from the FE model was 12.84 Hz 
versus the 12.77 Hz mean value determined from the impact hammer tests when the insulator 
was mounted on the shaking table before adding any live parts or base connections. The 1st 
mode shape that is associated with the fundamental frequency obtained from DIANA 
eigenvalue analysis is shown in Figure 10.1. The model provided a very close value for the 
experimentally-determined frequency, giving confidence in the accuracy of the model for 
conducting dynamic analyses. 

 
Figure 10.1 The first mode shape for nonlinear DIANA model M7N with springs at base (natural frequency 

of 12.84 Hz compared with 12.77 Hz experimentally-determined from hammer impact tests) 

Source: this report 

10.2.2 Signal used for Dynamic Analyses 
The intended set of dynamic analyses aimed at studying the seismic performance of porcelain 
insulators under the effect of base excitations. The studied insulators are typically part of a 
disconnect switch and mounted on top of the support structures. Consequently, the insulator 
base experiences an excitation that is different from the one applied to the base of the support 
structure. For this reason, one of the signals that were generated from the previous seismic 
qualification tests conducted on the 230-kV full switch is suitable to use. The chosen signal was 
one of those signals used in the substructured dynamic tests so that comparisons of the FE 
analyses with the dynamic tests can be sought for further calibration of the FE model. 

The full signal that was chosen for base excitation of the insulator model, shown in Figure 10.2, 
is the “Disp_Y” signal previously discussed and used as shaking table input for the 230-kV 
substructured tests in Chapter 4. For the sake of comparison with the dynamic tests, it is more 
accurate to use the accelerations measured at the insulator base at the shaking table level during 
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substructured test. A signal measured from the table accelerations in a 100% scale test is shown 
in Figure 10.3. It is noticed that the table signal is more noisy and amplified than the original 
signal because of various reasons including the dynamic characteristics of the table, the oil 
column frequency and the possible friction at the table bearing supports.  

The table signal, shown in Figure 10.3, was used only to carry a single linear dynamic analysis 
for comparison with the conducted substructured test, and the comparison results are discussed 
in the next section. However, for all the nonlinear dynamic analyses, the original signal, Figure 
10.2, generated directly from support structure response was used as it represents the 
accelerations that the insulator base would experience when mounted on top of the support 
structure.  
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Figure 10.2 The full signal used in the 230-kV substructured dynamic tests and used as base excitation 
for the linear and nonlinear FE dynamic analyses 

Source: this report 

 

0 5 10 15 20 25 30 35 40 45 50
-3

-2

-1

0

1

2

3

Time [sec]

A
cc

el
er

at
io

n 
[g

]

 

Figure 10.3 The acceleration measured on the shaking table (insulator base level) in the 230-kV 
substructured dynamic test used as base excitation for dynamic analysis for comparison with test results 

Source: this report 
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10.2.3 Comparison with Dynamic Test 
As previously mentioned, a linear dynamic analysis was conducted using the FE model of the 
single porcelain insulator to compare the results with the corresponding dynamic test results. 
The signal used for the analyses, Figure 10.3, was measured on the shaking table during the test, 
and thus represents the actual accelerations at the insulator base level.  

Two response quantities were considered for comparison with the dynamic test, acceleration 
and displacement. The accelerations were recorded at three different levels, namely insulator 
top, mid height, and base. The accelerations obtained from the FE analysis at these levels is 
shown in Figure 10.4, while those obtained from the 230-kV substructured test without live 
parts are shown in Figure 10.5. From these two figures, it is noted that the FE analysis 
reproduced very close acceleration histories to the test results, especially at the insulator top. 
The peaks occurred at almost the same times in both cases, and the peak values were very close. 
This is judged to be a satisfactory comparison. 

The second response parameter considered for comparison is the displacement. Both total and 
relative displacements were compared. The total displacements, recorded at the insulator top 
from both the FE analysis and the dynamic test, are shown in Figure 10.6. The two records are 
perfectly matching which is not surprising because of the rigid nature of the porcelain 
insulators where the total displacement at the insulator top did not significantly differ from the 
input displacement in both the FE analysis and the dynamic test.  

A more realistic comparison considered the relative displacements between the insulator top 
and bottom, which was recorded during the dynamic offline tests. This comparison is shown in 
Figure 10.8 where the two records are slightly different because of possible differences between 
the properties of the base springs in the FE model and those in the real conditions. However, the 
experienced values of the relative displacements are comparable for most of the peaks. This 
reasonable comparison results in higher confidence in using the model for nonlinear analyses. 
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Figure 10.4 Accelerations at different insulator levels from 100%-scale FE linear dynamic analysis 

Source: this report 
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Figure 10.5 Accelerations at different insulator levels from 100%-scale 230-kV substructured dynamic test 
on UC Berkeley shaking table 

Source: this report 
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Figure 10.6 Comparison of total displacements at the 230-kV porcelain insulator top from 100%-scale FE 
analysis and substructured dynamic test 

Source: this report 
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Figure 10.7 Comparison of relative displacements between the 230-kV porcelain insulator top and bottom 
from 100%-scale FE analysis and substructured dynamic test 

Source: this report 
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10.3 Nonlinear Dynamic Analyses 

After the linear dynamic analysis produced reasonable results and comparison with dynamic 
testing, the model was subsequently used for the nonlinear dynamic analyses. The signal 
adopted directly from previous full switch test, Figure 10.2, was used for these nonlinear 
analyses.  

10.3.1 Nonlinear Analyses using Full Signal 
Since no failure was experienced at the 100%-scale testing or FE simulation, several analyses 
were conducted at amplified scales of the original signal. The purpose of these analyses was to 
determine response parameters, e.g. top accelerations and relative displacements, from each 
analysis run until global failure and dynamic instability takes place. Five analysis runs using the 
full signal with scale factors 1 to 5 were conducted. The 5 scale factor for example corresponds 
to a 500%-scale of the original signal generated from the records obtained from the support 
structure top during the in PEER test.  

For the five conducted runs, only minor cracking, but no dynamic failure, was experienced up 
to the highest scale of 5. Although, the cracking started at the scale 3 signal, it was observed 
from the nonlinear static analysis in Chapter 9 that crack initiation does not necessarily reflect 
failure. This was also the case in the dynamic analyses up to the scale 5 signal. The top 
acceleration and relative displacements obtained from the scale 5 run are shown in Figure 10.8 
and Figure 10.9, respectively, indicating no global failure or dynamic instability at this scale.  

The computational time needed to complete the analysis under a full 50-sec signal was 
excessive, especially when iterations are needed due to cracks opening and closing that 
continuously change the insulator stiffness. Therefore, it became essential to perform the runs 
with higher scales using only a part of the signal, e.g. 5-sec long to reduce the computational 
time by up to 90%. 

 To generate a partial signal, the response obtained from scale 5 run was used to determine 
when the peak response takes place. The peak top acceleration and relative displacement 
obtained from this run are indicated in Figure 10.8 and Figure 10.9, respectively. These peak 
values took place at almost the same time step corresponding to the first peak in the input 
acceleration signal shown in Figure 10.2. It is concluded that choosing part of the signal that 
includes the first one or two peaks of the input signal is a reasonable choice. Further discussion 
about the selected partial signal is given in the next section. 
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Figure 10.8 Acceleration histroy at insulator M7N model top from the scale 5 FE nonlinear dynamic 
analysis with peak value indicated 

Source: this report 

0 5 10 15 20 25 30 35 40 45 50
-1.5

-1

-0.5

0

0.5

1

1.5

-1.29

Time [sec]

D
is

pl
ac

em
en

t [
in

ch
]

 

Figure 10.9 Relative displacement histroy at insulator M7N model top from the scale 5 FE nonlinear 
dynamic analysis with peak value indicated 

Source: this report 

10.3.2 Nonlinear Analyses using Partial Signal 
As mentioned in the previous section, a partial signal was sought for conducting nonlinear 
dynamic analyses at higher scales. Based on the observed peak values from the scale 5 full 
signal run, a partial signal that includes the first two peaks was selected. Error! Reference 
source not found. shows the selected partial signal from the full signal. 

In order to check that the peak acceleration values, as an example of analysis response, obtained 
from full signal analysis can be reproduced from the partial signal, the observed top 
accelerations from the partial signal run were compared to the corresponding part obtained 
from the full signal run at two different levels, namely at the 100% linear run and the scale 5 
nonlinear run. The comparisons are shown in Figure 10.11 and Figure 10.12 for the 100% linear 
run and the scale 5 nonlinear run, respectively. It is noted from these figures that the history 
and peak values were reproduced from the partial signal.  
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Figure 10.10 The 5-sec partial signal extracted from the full signal used for high-scale nonlinear dynamic 
FE analyses of model M7N 

Source: this report 
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Figure 10.11 Top acceleration for the 100%-scale FE analysis using the partial signal compared with the 

corresponding part when the full signal is used 

Source: this report 



202 

 

8.5 9 9.5 10 10.5 11 11.5 12 12.5 13
-20

0

20

Time [sec]

A
cc

el
er

at
io

n 
[g

]

 

 
Partial signal

8.5 9 9.5 10 10.5 11 11.5 12 12.5 13
-20

0

20

Time [sec]

A
cc

el
er

at
io

n 
[g

]

 

 
Full signal

9.2 9.25 9.3 9.35
-20

0

20

Time [sec]

A
cc

el
er

at
io

n 
[g

]

 

 
Partial signal
Full signal

 

Figure 10.12 Top acceleration for scale 5 FE analysis using the partial signal compared with the 
corresponding part when the full signal is used 

Source: this report 

10.4 Dynamic Analyses with Different Scales 

The partial signal adopted in the previous section was applied to the nonlinear DIANA M7N-
BM12 model with increasing scale until dynamic failure was observed. The input partial signal 
was amplified up to scale 11 of the original 100% signal. The dynamic failure was observed at a 
scale 10 signal, whereas the scale 9 signal is considered the maximum intensity level that the 
insulator can withstand.  

The peak values of different response parameters, namely top acceleration, displacement (total 
and relative), base force and number of cracks opened during the analysis, are considered in 
this section. The acceleration, displacement and force response histories are shown for the 9 and 
10 scales runs just before and after dynamic failure with the peak values indicated in Figure 
10.13 and Figure 10.14, respectively.  

From Figure 10.13, it is noticed that no dynamic instability or failure took place and the 
different response peaks occurred at the same time step, except for the total displacement, 
which is not a critical response parameter in nonlinear dynamic analyses. However, it is useful 
to consider the total displacements for serviceability requirements, e.g. extension limits for 
electrical cables and other substation parts connected to the insulator live parts.  

From Figure 10.14, the dynamic global failure is observed close to the end of the applied scale 
10 signal. The relative displacements increased significantly while the force capacity of the 
insulator dropped the peak value (5.76 kips), which was achieved at an earlier time step. The 
obtained peak value for the relative displacement is inaccurate as it just indicates a global 
failure and instable dynamic condition. The scale 11 signal was also applied but again its results 
just confirmed that instable dynamic condition took place and failure occurred. It should be 
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noted that a converged and complete solution was obtained from the FE package DIANA 
nonlinear solver at these higher scales even after failure.   

A summary of the obtained peak values for the top acceleration, total displacement, relative 
displacement, base force, and number of cracks at the end of each analysis run are presented in 
Table 10-1. The peak input acceleration value is also presented in the table for better 
interpretation of results. 
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Figure 10.13 Response histories (total displacemenet, relative displacement, acceleration, and force) at 

the scale 9 signal just before the insulator global failure and dynamic instability 

Source: this report 
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Figure 10.14 Shown are the response histories (total displacement, relative displacement, acceleration, 
and force) at the scale 10 signal where the insulator undergoes global failure and dynamic instability. 

Peak values are indicated for each response quantity 

Source: this report 

The peak response values presented in Table 10-1 are plotted against input signal scale on the 
bottom horizontal axis and corresponding peak input acceleration on the top horizontal axis. 
The results from the scale 11 run are not included in the plots because of the unrealistic large 
peak values of this run where dynamic instability occurred. Firstly, the obtained peak relative 
displacements are shown in Figure 10.15 where they increased almost linearly with applied 
scale until the global failure and dynamic instability took place at scale 10. Similar observations 
about failure were obtained from response histories previously shown in Figure 10.14.  
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Another important response parameter is the peak top acceleration as shown in Figure 10.16. 
The large values obtained at the insulator top, e.g. 37.7g for the scale 9 signal, should not be 
surprising because the insulator base excitation is an amplified signal by the support structure 
from the ground motion. However, the peak input signal accelerations at the insulator base are 
factors of the 100% scale response recorded on top of the support structure during a full switch 
test. Therefore, the ratio of peak top acceleration to the peak input signal acceleration is always 
between 2.3 and 3.5 for the different scales, even at failure, which agrees with the typical 
acceleration amplification factor observed from dynamic and HS testing of porcelain insulators 
as discussed previously in Chapter 7. 

The peak force recorded at the insulator base is also considered and plotted in Figure 10.17. The 
force capacity of the insulator seems to vary almost linearly until failure. However, some 
softening in the insulator stiffness can be observed at scales higher than 5, which agrees with 
the peak acceleration trend at these scales and also agrees with the reduction of the ratio 
between the peak top acceleration and the peak input acceleration, as listed in Table 10-1. The 
force at the base increased with the signal scales until it reached the insulator capacity. To 
determine the failure load from the obtained results, it is better to consider the peak force–peak 
displacement relationship, plotted in Figure 10.18 where the relationship is almost linear until 
failure which agrees with the brittle behavior expected from the porcelain insulator. The force-
displacement relationship suggests that the failure load to be the last point on the linear portion 
before extremely large displacements are observed, i.e. a failure load of 5.76 kips. However, 
from the response history shown in Figure 10.14 for the scale 10 run, it is noticed that peak force 
is achieved at an earlier time step before failure, but since reaching this value is indicative of a 
possible failure, it is safer to consider the load capacity from the maximum achieved scale 
before failure, i.e. scale 9 which corresponds to the 5.76 kips failure load.  

The determined dynamic failure load of 5.76 kips is 2.2 times the load capacity determined from 
nonlinear static analysis of the same M7N-BM12 model (failed at 2.62 kips, which is close to the 
actual value obtained from fragility test). The reason why the force capacity determined from 
dynamic loading is almost double the value from the static loading is attributed to the 
distributed mass, and in turn acceleration, along the insulator height. In a static configuration, 
the bending tests typically require a point load to be applied at the insulator top leading to a 
large moment arm that is equal to the entire insulator height. However, in a dynamic test, the 
base moment is the product of the distributed mass, acceleration and varying moment arm, 
which explains the reduced base moment values and obtained higher load capacity. Similar 
conclusion was drawn from the HS comparative evaluation of the insulators seismic 
performance conducted in Chapter 7. It is therefore recommended to consider a different test 
setup for the static tests that uses several actuators to apply the load at different locations along 
the insulator height for a better match with the distributed forces in dynamic earthquake 
loading. Another suggestion for including the dynamic effect is applying a modification factor 
to the failure load determined from the static test to account for the dynamic behavior. A 
modification factor of 2.0 is recommended for 230-kV porcelain insulators based on the 
conducted accurate FE study.   

Finally, the total number of opened cracks observed at the end of each nonlinear analysis run 
and plotted in Figure 10.19 against the input signal scales. It is noticed from the figure that 
cracking started at a scale 3, while the failure occurred at scale 10. However, the number of 
opened cracks exponentially increased after failure, which is another evidence of dynamic 
instability at failure. The early crack initiation reflects local failures, which confirms what was 
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observed from M3N and M7N nonlinear static analysis, where the local failures and cracks in 
both models started before the inception of global failure. 

 

Table 10-1 Peak values of response quantities at different input signal levels for the conducted 
dynamic analyses 

Input Signal Peak 
Force 
[kips] 

Peak Top 
Acceleration [g] 
(ratio with peak 

input acceleration) 

Peak 
Total Disp. 

[in.] 

Peak 
Relative 

Disp. 
[in.] 

Number 
of opened 

cracks Scale Peak Acc. [g] 

1 1.65 0.64 3.86 (2.34) 3.43 0.27 0 
2 3.30 1.43 7.73 (2.34) 6.86 0.55 0 
3 4.95 2.15 15.02 (3.03) 10.15 0.73 87 
4 6.60 2.90 20.95 (3.17) 13.38 1.01 932 
5 8.25 3.64 28.49 (3.45) 16.62 1.29 2859 
7 11.55 4.78 33.17 (2.87) 23.14 1.60 8878 
9 14.85 5.76 37.67 (2.54) 29.75 2.00 22958 
10 16.50 6.29 40.96 (2.48) 33.52 18.17 45671 
11 18.15 7.60 56.77 (3.13) 53.02 76.76 70782 

Source: this report 
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Figure 10.15 Peak relative displacement at insulator top at different signal levels up to insulator global 
failure (dynamic instability) 

Source: this report 
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Figure 10.16 Peak top acceleteration at different signal levels up to insulator global failure 

Source: this report 
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Figure 10.17 Peak force at different signal levels up to insulator global failure 

Source: this report 
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Figure 10.18 Peak force versus peak displacement relationship for porcelain insulator post obtained from 
nonlinear dynamic analyses 

Source: this report 
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Figure 10.19 Number of opened cracks in porcelain insulator M7N FE model at different signal levels up 
to global failure 

Source: this report 
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11 Concluding Remarks, IEEE693 Recommendations 
and Future Work 

11.1 Concluding Remarks 

In this study, the following conclusions are drawn: 

• From the 230-kV and 550-kV porcelain insulators static tests, it has been observed that 
the force-displacement and force-strain relationships are very close to linear until failure. 
A single porcelain insulator post showed a very brittle mode of failure in fragility tests 
as the failure took very short time to develop. Moreover, the porcelain behavior as a 
material is also very brittle since all cylindrical specimens exploded into fine pieces and 
dust very rapidly during the compression tests. 

• The practical consideration of grout packing of disconnect switch supports was found 
insignificant in increasing the support structure stiffness. The force-displacement and 
force-strain relationships of the 550-kV disconnect switch columns remained unaltered 
for the cases of with and without the grout packing. The column stiffness determined 
experimentally in this study where the leveling rods were anchored without any pre-
stressing was found to be approximately 75% of the analytical stiffness with fixed base. 
Thus, a more efficient way to increase the switch support structure stiffness can be 
achieved by eliminating any flexibility at the columns base. Pre-tensioning the leveling 
rods (also called anchorage bolts) can be one method to increase the disconnect switch 
lateral stiffness. 

• From the substructured dynamic tests of the 550-kV switches, it was shown that 
including the rotation component in the input signal resulted in better match with the 
full switch test. This reflects the significance of the out-of-plane rotations induced at the 
top of the switch support structure due to the lack of beams in the out-of-plane direction 
that would provide rotational stiffness.  

• The rotations of the switch flexible support structure (cantilever column type support as 
in 550-kV switches) contribute to approximately 25% of the recorded response quantities 
during earthquake loading. Accordingly, it can be concluded that if the support 
structure is properly stiffened to eliminate or minimize the rotations, the straining 
actions developed during earthquakes can be reduced. In addition, existing rotations 
cannot be ignored in hybrid simulation (HS) testing of the 550-kV insulator posts.  

• It could be sufficient to apply uniaxial single-component earthquake excitations for the 
full vertical-break switch seismic qualification instead of triaxial three-component 
signals. This conclusion is based on the observation that including only the out-of-plane 
translational signal (with the accompanying rotations) for the substructured switch was 
sufficient to obtain a comparable out-of-plane response to that of the triaxial full switch 
test. A future comparison of a uniaxial versus triaxial full switch test might reinforce this 
conclusion. 

• From the substructured dynamic tests of the 230-kV insulator posts, it was concluded 
that applying the uniaxial offline generated signal to the single post can reasonably 
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reproduce the response from triaxial shaking table test of the full switch in open-open 
configuration. This was possible if proper live parts on top of the post are included and 
connections at the post base are utilized. This implicitly validates the assumption that 
the rotations at the top of the rigid support structure used in the 230-kV switches can be 
ignored when single insulator post is tested. Accordingly, developing a HS system (HSS) 
for uniaxial testing of a single insulator of a 230-kV switch is a suitable approach.  

• The HS testing approach has been successfully utilized, and the HSS has been developed 
and validated for testing a 230-kV single porcelain insulator post on the upgraded 
shaking table at the Structures Laboratory of UC Berkeley. The HSS was verified by 
accurate matching of the uniaxial HS test results with those of the full 230-kV switch 
triaxial test conducted on the PEER shaking table. 

• The effect of varying the stiffness and damping of the single-degree-of-freedom (SDOF) 
analytical substructure was investigated to observe how the computed signal can change 
for different structural configurations of the switch support structure. It was observed 
that decreasing the spring stiffness value increases the computed relative displacements. 
In addition, the increase in the computational model damping ratio decreases the 
computed relative displacements.  

• Although it was intended to amplify the HS shaking intensity to fail the 230-kV 
porcelain insulator, the induced accelerations and resulting strains under the strongest 
possible shaking, limited by the shaking table capabilities, were still below the post 
breaking limit. Therefore, finite element (FE) nonlinear dynamic analysis was sought for 
determining the failure load under earthquake loading which was not possible to 
determine experimentally. 

• From the hollow core composite insulator static tests, it has been observed that the force-
displacement and force-strain relationships, in a similar manner to the porcelain 
insulators, are very close to linear until failure starts. The mode of failure of the polymer 
insulator is a separation between the tube and the metallic flange at the insulator base, 
i.e. the polymer tube is pulled out of the aluminum flange at failure leading to higher 
residual displacements. Although this mode of failure is not as sudden and explosive as 
the failure of the porcelain insulator, it can still be considered as a brittle failure from the 
measured force-displacement relationship. 

• The determined values of failure force of the 230-kV porcelain and hollow core 
composite insulators show that both types have a comparable load capacity (2.6 kips vs. 
2.8 kips for porcelain and polymer, respectively). However, the displacements 
experienced by the polymer insulators are much higher than those of the porcelain 
insulators. The stiffness of a single porcelain insulator post is determined to be 
approximately 2.8 times of the stiffness of a hollow core polymer post of similar 
geometry and electrical properties (1.6 kips/in vs. 0.58 kips/in for porcelain and 
polymer, respectively). 

• From the results of one of the polymer insulator HS tests, where the input parameters 
were calibrated to represent a typical 230-kV disconnect switch support structure, it can 
be concluded that the polymer insulators have an acceptable seismic behavior that is 
very comparable to the porcelain insulators in terms of developed acceleration and 
displacement time histories. However, the polymer insulators are superior to the 
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porcelain insulators in terms of serviceability aspects such as its self-cleaning property 
and lighter weight. 

• The absolute forces and strains developed from HS tests were different in the two 
insulator types because of the different mass and material.  

• The peak strain normalized by the failure strain obtained from the static tests is a useful 
parameter that can be used for the response evaluation of insulators and design of 
support structures. Thus, this parameter was employed herein for the HS parametric 
study and comparative evaluation of both porcelain and polymer insulators under 
different support structure configurations.    

• The structural properties of the polymer insulator (natural frequency, stiffness, failure 
load and displacement) determined from static tests remained unchanged after 
numerous dynamic and HS tests. This indicates that a polymer insulator can maintain its 
structural properties without any degradation after earthquakes as long as no failure is 
initiated. From the HS parametric study that focused on testing several structural 
configurations of the 230-kV switch support structures, it is observed that the coupling 
between the modes of vibration of the hybrid structure (single insulator physical 
specimen + support structure computational model) is larger for the porcelain case 
compared to the polymer case, especially for flexible support structures.  

• A peak response is typically found to be minimum in cases of very stiff or very flexible 
support structures. However, when the insulator top displacement, top acceleration, 
base shear force, and normalized strain are all considered together in the evaluation, 
only the very stiff support structures (a support structure with frequency higher than 9 
Hz) preserves the desirable minimal response. Accordingly, it can be stated that stiffer 
support structures lead to the optimum insulator response. This conclusion is mainly for 
the 230-kV disconnect switches that use either porcelain or polymer insulators. Similar 
future conclusions can be drawn for other switches and insulators using the adopted HS 
framework.  

• One of the major advantages of the developed HSS is that the conclusions drawn for 
single insulator testing can be reasonably accepted at the full disconnect switch level in 
the open-open configuration. Another important advantage of the HSS is the major 
savings in time and cost. The conclusions drawn from a simple HS parametric study, 
which help in making design decisions about insulator types and support structures 
configurations, cannot be practically achieved using conventional full switch shaking 
table tests. 

• The several FE models developed for the 230-kV porcelain insulators were calibrated 
using appropriate experimental results. The close agreement between the FE results and 
the experimental values provided confidence about the validity and accuracy of the FE 
models, particularly the DIANA model that includes sheds and the accurate 
representation of the metal caps including the cementitious grout layer. 

• The use of simplified FE models that do not consider the complex insulator geometry 
and metallic cap zones can be sufficient for determining the vibration frequencies and 
mode shapes, linear analyses, and lateral stiffness estimates. 
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• In the conducted sensitivity study that aimed at ranking the sources of uncertainties in 
the porcelain insulator computational modeling, two model parameters were found to 
be significantly affecting the failure load and corresponding displacement values. These 
parameters, according to a Tornado Analysis framework, are the porcelain fracture 
energy density and tensile strength, which are related to the porcelain material 
characterization. Therefore, the uncertainties in determining the porcelain material 
properties should be eliminated or minimized to make decisions with high confidence 
using a reliable FE computational model.  

• The effect of sources of uncertainty on the nonlinear FE model are summarized as 
follows: 

o Effect of porcelain fracture energy density: Increasing the fracture energy 
density, defined for the Total Strain Rotating Crack model and used in the 
DIANA nonlinear analysis, implies higher failure capacity, i.e. higher values for 
failure load and corresponding displacement, while initial stiffness remains 
unchanged. 

o Effect of porcelain tensile strength: The tensile strength affects the failure load 
and the corresponding displacement values significantly without affecting the 
insulator initial stiffness. It only affects the tangent stiffness when approaching 
the peak load in the nonlinear part of the behavior. 

o Effect of porcelain Young’s modulus: As Young’s modulus decreases, the initial 
stiffness decreases, and consequently, failure takes place at higher displacement 
values. Therefore, varying Young’s modulus does not affect the failure load, but 
only affects the model flexibility and failure displacement, i.e. displacement 
corresponding to the peak load. 

o Effect of grout Young’s modulus: Any degradation in the grout layer between 
the porcelain core and the metallic cap, reflected by reduction of the grout 
Young’s modulus, affects the insulator initial stiffness without affecting the 
failure load. Thus, grout degradation increases displacements at failure. 

o Effect of support flexibility: This parameter has the same effect as grout and 
porcelain Young’s moduli. The base flexibility, reflected by the spring stiffness of 
the model, mainly affects the insulator initial stiffness without affecting the 
failure load. 

• The failure load and mode of failure of the porcelain insulator under earthquake loading 
was determined using nonlinear dynamic FE analysis, since it was not possible to fail 
the insulators in dynamic testing. The determined dynamic failure load was 2.2 times 
the load capacity determined from static fragility tests and calibrated nonlinear static 
analysis (5.76 kips for dynamic failure vs. 2.62 kips for static failure). The difference in 
behavior and failure load values are attributed to the distributed mass of the insulator 
that leads to distributed forces along insulator height unlike the single-point-of-
application force applied in the static tests. Thus, a proper modification factor has to be 
utilized if the dynamic failure load is to be estimated from the static value. A suggested 
amplification factor of 2 is recommended for the case of the 230-kV porcelain insulator 
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posts based on the ratio determined from the calibrated static and dynamic FE 
simulations.  

11.2 Recommendations to IEEE693 

Based on the conclusions drawn from the presented research, the following recommendations 
can be made: 

• A set of material characterization tests should be planned for porcelain insulators as a 
part of experimental or FE analytical seismic qualification process of substation 
disconnect switches. The accurate characterization of material and mechanical 
properties, especially for the case of ceramics, is crucial for the computational modeling 
and simulation of insulator posts. The main properties that need to be determined from 
the material tests are the porcelain Young’s modulus, tensile strength, compressive 
strength, and fracture energy density.  

• Several specimens should be used for material testing, and each test should be repeated 
at least five times to determine the coefficient of variation accurately and to increase the 
confidence of the determined mean values for the different mechanical properties and to 
minimize the variation in each property. High confidence about the porcelain material 
characterization and mechanical properties is necessary to eliminate or minimize a 
number of sources of uncertainties for accurate computational modeling of the insulator 
posts. The smaller the effects of modeling uncertainties are, the more reliable the FE-
based decisions would be. 

• A modification factor for the failure load determined from static tests should be 
considered for a better estimate of the expected failure load from dynamic loading for 
seismic qualification of the insulator posts. The behavior of a brittle insulator post 
observed from static configuration tests does not accurately represent the real behavior 
experienced during earthquake excitations. The distributed mass of the insulator leads 
to a certain distribution of the developed accelerations, and corresponding forces, along 
the insulator height. Accordingly, the insulator will fail at higher seismic (dynamic) 
force value than that determined from the static test. A modification factor of 2.0 applied 
to the static failure load is recommended to account for the dynamic behavior effect 
during earthquake excitation and seismic qualification tests of the ceramic insulators. 
The modification factor is more pronounced in case of ceramic insulators than composite 
ones because of the significantly higher distributed mass with respect to the mass of the 
live parts concentrated at the insulator top.   

• The decision of packing the supports of the substations disconnect switches with grout 
should be taken independently from any decisions aiming to stiffen the disconnect 
switches support structures. The grout packing at switch base supports does not 
increase the lateral stiffness of the switch support structures and is insignificant in 
altering the support structure characteristics or dynamic properties. Therefore, this 
packing should not be considered as part of the structural system parameters of the 
disconnect switch and can also be avoided in seismic qualification tests targeting as-
installed configuration However, grout packing can be recommended for other reasons 
such as protecting any mechanical or electrical devices installed at the support structure 
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base and maintaining a specific gap between column bases and the foundations for 
leveling purposes and access during maintenance.  

• The planar two-dimensional support structures should be avoided in substation 
disconnect switches whenever possible. The rotations experienced during earthquake 
excitations, due to the support structure out-of-plane flexibility, can contribute to nearly 
25% of the induced straining actions in the insulator posts (as shown in case of the 550-
kV switch). Therefore, proper lateral framing and out-of-plane bracing of the disconnect 
switch support structures, that minimizes the frame rotations, can reduce the stresses in 
the insulator posts. 

• Uniaxial single-component shaking table tests can be sufficient for investigation of 
disconnect switches’ performance instead of triaxial three-component tests. The 
substructured testing of the 230-kV and the 550-kV switches showed that the in-plane 
and out-of-plane responses of the switch are almost uncoupled. Therefore, the response 
from a single component excitation can reproduce the response in the excited direction 
from all the three component excitation. However, if only a substructure of the switch is 
considered for testing, the single component translational signal should be accompanied 
by a rotational signal in the case of flexible support structures, such as the 550-kV 
switches, where large rotations are expected at the top of the support structure. 

• For a better characterization of the substation disconnect switches, it is recommended to 
adopt experimental frameworks that utilize the HS testing of single insulator posts in 
making seismic design decisions. Two frameworks, that reflect two different 
applications of the HS testing, are proposed here. The procedures are universal and can 
be used for any insulator type. 

• The first proposed framework aims at using the HSS in choosing the most suitable 
insulator type, from a structural and seismic point of view, that is less likely to fail 
during an earthquake when used with a particular support structure configuration. This 
is a case when a certain support structure exists and is being already used in a 
substation, but there is a need to replace the insulator posts after a substantial failure or 
there is some freedom from the beginning of the substation design to choose amongst 
different suitable insulator types. The suggested procedure is summarized as follows: 

1. Conduct hammer-impact tests (or snap-back tests in case of polymer insulators) to 
determine the fundamental natural frequency for each available insulator type.  

2. Conduct a static pull test (until failure) for each insulator and determine the 
maximum values for force, displacement, and strain.  

3. Determine the structural properties of the given support structure, i.e. compute the 
support structure total mass and lateral stiffness using a simple elastic FE 
computational model. The equivalent viscous damping can be practically estimated 
from the type of the support structure, e.g. 1% to 5% as common range for the 
damping ratio for steel frames with bolted or welded connections. The determined 
support structure mass, stiffness, and damping are used to calibrate the 
computational model in the HSS. 

4. Conduct a dynamic HS test for each insulator type. The input ground motion should 
be chosen to meet the required performance level for seismic qualification of the 
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switch. Proper instrumentation should be used to measure the strains, forces, 
accelerations, and displacements at different levels and locations of interest.   

5. Specify and determine a proper measure to quantify the performance of each tested 
insulator, e.g. the Demand-to-Capacity Ratio (DCR). In that regard, the demand is 
the peak value of a given response quantity from the HS test, while the capacity can 
be considered as the value of the given response quantity at failure. Ideally, the 
capacity should be determined from a dynamic failure test, if possible. Otherwise, 
the static failure test can be used and a material property such as failure strain is 
preferred for the DCR evaluation in this case. If the developed force is chosen as the 
response quantity in the definition of the DCR, the failure load (capacity) determined 
from the static tests should be modified properly to account for the dynamic 
behavior as discussed in one of the previous recommendations. 

6. Compare the DCR obtained from each response quantity for the different insulators. 
The smaller the DCR is, the higher the factor of safety will be. The insulator type 
with the least DCR should have the lowest chance of failing during an earthquake, 
and thus, has a more reliable seismic performance. The different insulator 
alternatives are ranked according to their seismic performance for decision making 
about the insulator type.  

7. Check the serviceability considerations (e.g. displacement response) of each of the 
ranked insulator types for the given structural configurations of the support 
structure to make sure it provides acceptable serviceability response. 

• The second proposed framework aims at determining the best support structure 
characteristics, from seismic design point of view, to minimize the induced stresses in a 
particular type of insulator posts during earthquakes, and hence can maintain a longer 
lifetime. Testing a wide spectrum of different support structure configurations can be as 
easy as changing a single input parameter in the HSS. The procedure suggested for this 
testing framework is summarized as follows: 

1. Conduct hammer-impact tests (or snap-back tests in case of polymer insulators) to 
determine the fundamental natural frequency for the considered insulator.  

2. Conduct a static pull test (until failure) for the given insulator to determine the 
maximum values of force, displacement, and strain at failure (insulator capacity). 

3. Estimate the basic structural properties (mass, lateral stiffness, and damping) for 
possible structural configurations of the disconnect switch support structure.  

4. Conduct HS tests for every set of parameters, corresponding to a certain structural 
configuration of the support structure. Choose an input ground motion that 
corresponds to the desired performance level for seismic qualification of the switch. 
The tests must be conducted at a reasonable intensity to ensure that the insulator 
remains within the linear range of response so that the initial conditions remain the 
same for all the evaluated sets of parameters. Proper instrumentation should be used 
to measure the strains, forces, accelerations, and displacements at different levels 
and locations of interest.   
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5. Specify and determine a proper measure to quantify the performance of the insulator 
for each set of parameters. The DCR can be computed from normalizing the peak 
strain recorded during the HS by the maximum strain at failure from the insulator 
static test.   

6. Compare the DCR obtained from each response quantity for each support structure 
configuration. The structural configuration that corresponds to the least DCR, and in 
turn the smallest failure probability, should be the optimum choice from the 
insulator seismic performance point of view. Therefore, the different configurations 
of the disconnect switch support structure can be ranked according to the associated 
insulator seismic performance for decision making about the support structure 
design. 

7. Check the serviceability considerations (e.g. displacement response) of the tested 
insulator for each of the ranked structural configurations of the support structure to 
make sure it provides acceptable serviceability response. 

11.3 Future Work 

Several topics can be considered for future work: 

• Development of HS testing of disconnect switches for multi-degree-of-freedom two- and 
three-dimensional analytical models structures. The HSS presented in this report used a 
SDOF computational model for representing the switch support structure in the 
analytical substructure of the system.  

• Development of further applications of HS testing aimed at structural upgrading of 
existing electrical substation equipment and testing-based-design of new electrical 
substation equipment. One framework, that can be of great benefit to switch 
manufacturers if properly verified, is the use of HS to determine the support structure 
stiffness limits for which a switch is seismically qualified. Typically, for substation 
elements like air disconnect switches, the utility may use a variety of existing supports 
that were not specifically designed for earthquake loading. HS frameworks could be 
used to determine if the switch performance would be acceptable for a particular type of 
disconnect switches. 

• Development of criteria to determine when it is acceptable to use uniaxial instead of 
triaxial testing of disconnect switches. This study observed that the response of the 
specimens tested is almost uncoupled in the two horizontal directions (longitudinal and 
transverse). Thus, a study that targets a wide spectrum of various switch and equipment 
types can be useful in identifying the cases for which uniaxial testing is sufficient for the 
evaluation of the seismic behavior and response of different equipment.   

• Investigation of the use of base isolation for adjusting the characteristics and dynamic 
properties of the support structures of disconnect switches to mitigate earthquake 
damage.  A properly designed base isolation system allows the switch to remain 
serviceable while setting limits for the allowable displacements to prevent damage in 
live parts and cable connections during earthquakes.  

• Investigate the performance of large electrical substation networks and generation, 
transmission and distribution systems under earthquake , natural disasters, or other 
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reliability threats. Local failure or temporary shutdown of one of the substation elements 
caused by an earthquake may affect the performance and functionality of the entire 
network as a system response. Here, the seismic performance of substations’ key 
components such as disconnect switches should be considered as part of a system when 
integrated with other components such as cables. 
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HSS Hybrid Simulation System 
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PI Pacific Instruments 

SDOF Single Degree Of Freedom 
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APPENDIX A: Shaking Table Performance and 
Upgrade 
A.1 GENERAL 

Several preliminary tests were conducted to characterize the shaking table at the Structures 
Laboratory of UC Berkeley. That was to study the shaking table performance and capabilities 
and to carry out any required modifications or upgrades. For this purpose, excitations such as 
the offline signal “Disp_X” used in 230-kV substructured tests besides several sine sweeps with 
different amplitudes and frequencies were applied to the table and presented in this appendix. 
The objectives of these preliminary runs are as follows: 

- Determine the maximum velocity and acceleration that can be reproduced by the table; 

- Compare the measured displacement and acceleration signals with the target ones; 

- Estimate the range of frequencies where the table has the best performance, and whether the 
natural frequency of the tested insulator post falls within this range; and 

- Evaluate if there is any serious uplift experienced at the table roller supports as a result of the 
expected overturning moments during the tests. 

The first type of tests carried for the small table characterization was to apply sine sweeps with 
different amplitudes and frequencies. The second type of tests concerned with applying one of 
the signals, offline signal “Disp_X”, that was recorded during the PEER shaking table 
performed on 230-kV vertical-break disconnect switch. This signal was scaled at different levels 
from the original signal measured at the top of the support structure of the 230-kV switch. 

The influence of the mass excited by the small table actuator signal on the table performance 
was evaluated. For this purpose, the PEER signal was first applied when only the bare table was 
attached to the actuator, and applied a second time when the 230-kV porcelain insulator was 
mounted on the table to represent the real mass excited during a typical shaking table test. 

The instrumentation used in these performance tests included a position transducer mounted 
on top of the actuator to monitor its displacements, and several accelerometers installed at 
different locations on the table to measure the table acceleration. Figure A.1 shows the shaking 
table while accelerometers were being installed. Due to the limited capabilities of the table to 
resist high overturning moments without experiencing uplift at the supporting rollers, a vertical 
position transducer was mounted on top of the table to measure the uplift during tests as 
shown in Figure A.2. The observed uplift in a typical dynamic test conducted for the insulator 
was the main factor requiring table upgrade as discussed in this section. 
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Figure A.1 Small shaking table at the Structures Laboratory of UC Berkeley 

Source: this report 

 

 

Figure A.2 Vertical position transducer measuring uplift near a roller support of the table 

Source: this report 

A.2 PERFORMANCE TESTS USING SINE SWEEP 

To test the shaking table performance, several performance tests were performed using a sine 
sweep with different frequencies (ranging from 0.5 to 25 Hz) on the bare table (without 
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insulator installed). To avoid any discretization errors in digital signals, an analog function 
generator was used to generate the sine sweep as shown in Figure A.3. 

0 1 2 3 4 5 6 7 8 9 10
-1.5

-1

-0.5

0

0.5

1

1.5

Time [sec]

D
is

pl
ac

em
en

t [
in

ch
]

 

Figure A.3 Sine wave (1.4"amplitude & 2 Hz frequency) by an analog function generator 

Source: this report 

To study how the table performed under a range of frequencies, the accelerations measured and 
recorded on the table was plotted and compared against the target response from theoretical 
solution. For the sake of this comparison, a response spectrum representation in the frequency 
domain was acquired for the measured accelerations and compared to the target ones. This was 
repeated for all the sine sweep runs. Results of two of these runs for 1 and 2 Hz sine waves are 
shown in Figure A.4 and Figure A.5, respectively. From the presented results and the other 
runs, it was concluded that the bare table performed well under sinusoidal waves for a wide 
range of excited frequencies. 
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Figure A.4 Response spectra of the measured and target acceleration signals for the 1-Hz and 1.4-inch 
amplitude sine wave applied to the bare table 

Source: this report 
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Figure A.5 Response spectra of the measured and target acceleration signals for the 2-Hz and 1.4-inch 
amplitude sine wave applied to the bare table 

Source: this report 

A.3 PERFORMANCE TESTS USING PEER SIGNAL 

In this section, results of the tests performed to determine the table performance using the 
offline generated signal “Disp_X” are presented. As stated previously, this signal was generated 
from the recorded acceleration on top of the support structure of the 230-kV disconnect switch 
tested in 2008 on the PEER shaking table. The full-scale “Disp_X” signal used in these tests is 
shown here again in Figure A.6 for convenience. (For more details about generating this signal, 
refer to Chapter 4 in this report). Several runs using different scales of this signal were 
performed, first with the bare table and then with the insulator installed on the table.  

0 10 20 30 40 50 60
-4

-2

0

2

4

Time [sec]

D
is

pl
ac

em
en

t [
in

ch
]

 

Figure A.6 Full-scale PEER signal for characterizing the small shaking table performance 

Source: this report 
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A.3.1 Performance of the Bare Table  

Several tests were performed with the bare table at 15%, 30% and 60% scales of the full-scale 
“Disp_X” signal shown above. The results from the 60% scale run are discussed in this section. 
The actuator performance was monitored by comparing the actuator feedback displacements 
with the command signal as shown in Figure A.7. The maximum velocity and acceleration 
values from the actuator, using the 60% scale signal, are shown in Figure A.7(a). The excellent 
match between the command and feedback is shown in the zoomed-in view in Figure A.7(b). 

In a similar way to the case of the sine sweep runs, the measured table acceleration was 
compared to the measured actuator output acceleration through the response spectra as shown 
in Figure A.8.  The measured table acceleration was also compared with the desired target. 
Figure A.9 shows the spectral accelerations while the measured and target acceleration histories 
are shown in Figure A.10(a). A zoomed-in view is presented in Figure A.10(b) to show the 
difference between acceleration time histories for the strong motion portion. An important 
method for presenting this difference is through the computation of the table transfer function 
which is the ratio between the measured (output) spectral acceleration and the target (input) 
one. This computed transfer function is shown in Figure A.11. It is concluded that the bare table 
performed well in the frequency range of 0.2 Hz to 20 Hz, but mostly amplified the 
accelerations outside this frequency range. 
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(b) Zoomed-in strong motion portion of the signal   

Figure A.7 Actuator measured displacement output versus command input for 60% scale “Disp_X” signal 
for bare table 

Source: this report 
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Figure A.8 Response spectra of measured table and actuator filtered accelerations 

Source: this report 
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Figure A.9 Response spectra of measured and target table filtered accelerations 

Source: this report 
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(b) Zoomed-in view 

Figure A.10 Measured versus target acceleration time histories for bare table test 

Source: this report 
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Figure A.11 Transfer function for bare table test using the table output/input spectral acceleration ratios 

Source: this report 
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A.3.2 Performance of Table with Installed Insulator  

The same procedure discussed in the previous section was repeated for the case of larger mass 
excitation when the insulator was installed on the shaking table. The shaking table in this stage 
was used as originally built, i.e. before any upgrades were installed. The need for the upgrade is 
discussed in the following section. For this stage, several signals were used as a part of the 
dynamic experimentation with scales varying from 10% to 100% of the full-scale “Disp_X” 
signal. In this section, the 100% scale run is discussed in terms of the performance of the table. 
Although the stroke of the table actuator is +/- 5.0 inch, it was controlled to achieve maximum 
stroke of +/- 3.5 inch only for these performance tests. 

The actuator output displacement was compared with the command in Figure A.12. The 
maximum velocity and acceleration values from the actuator are shown in Figure A.12(a). The 
excellent match between the command and measured signals is shown in the zoomed-in view 
in Figure A.12(b). The measured table acceleration was compared with the desired target in 
Figure A.13Figure (a). A zoomed-in view is presented in Figure A.13(b) to show the difference 
between acceleration time histories for the strong motion portion. The spectral accelerations and 
their corresponding transfer function in the current case are shown in Figure A.14 and Figure 
A.15, respectively. It can be concluded that the small shaking table with installed insulator 
specimen performed even better than the bare table at frequencies up to about 25 Hz but 
amplified the accelerations at higher frequencies.   
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Figure A.12 Actuator measured output versus command input for 100% scale “Disp_X” displacement 
signal for the table with the insulator installed 

Source: this report 
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One main thing to consider for characterizing the shaking table is the uplift at the table roller 
supports. The uplift was captured in these tests when the insulator was mounted on the table. 
This uplift displacement was found to be significantly affecting the dynamic test performance 
results. Although the maximum recorded uplift was 0.04 inch, which is negligible, in the case of 
small signals, i.e. less than 40% scale of the full-scale signal, the drift values increased 
significantly for larger signals. The uplift recorded during the 100% scale signal is shown in 
Figure A.16 with a maximum uplift value of 0.23 inch. Therefore, it was required to upgrade the 
table to prevent the uplift in future tests, especially before developing and implementing the HS 
framework, which requires unbiased feedback. Thus, a hold down system was designed and 
used for table upgrade as discussed in the next section. 
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(b) Zoomed-in view 

Figure A.13 Measured versus target acceleration time histories for 100% scale performance test for 
shaking table with installed insulator 

Source: this report 
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Figure A.14 Response spectra of measured and target table accelerations 

Source: this report 
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Figure A.15 Transfer function using the table output/input spectral acceleration ratios for 100% scale 
performance test for shaking table with installed insulator 

Source: this report 
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Figure A.16 Table uplift measured at a roller support for 100% scale performance test for shaking table 
with installed insulator 

Source: this report 
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A.4 TABLE UPGRADE 

From the previous discussion, it was found that significant uplift was experienced as a result of 
the developed overturning moment in dynamic testing of the single insulator on the small 
shaking table at UC Berkeley. The uplift was experienced mainly because of the nature of the 
table rollers. It was necessary to upgrade the table using a hold-down system to reduce the 
uplift before proceeding to further experimentation using the HSS. 

A.4.1 Hold-Down System Design 

Several designs can be used to prevent or reduce the uplift such as replacing the existing rollers 
with sliding rods with high overturning capacity. However, the design that was adopted for 
overcoming the uplift is a steel frame hold-down system. The system consists of two steel 
frames at the two ends of the table and fixed to the ground. Ball bearings are used between 
these frames and the shaking table surface to prevent the table from any vertical movement at 
the contact points while the table is still allowed to move horizontally. A schematic drawing of 
the hold down-system design and layout is shown in Figure A.17. Two hold-down systems are 
used: (1) a continuous girder at the free end, and (2) two cantilever frames at the actuator end. 
All parts required to assemble the hold-down frames are shown in Figure A.18. 
 

A

B

SECTION  A-A

SECTION  B-B

A

B

 

Figure A.17 Hold-down systems: continuous girder at the free end and two cantilever frames at the 
actuator end 

Source: this report 
 

The hold-down systems limited the feasible actuator stroke and in turn the used signal scales to 
avoid the possibility of the insulator hitting the hold-down system during testing. For this 
reason, two cantilever frames at the actuator side were used instead of continuous girder. 
Figure A.19 presents the test setup plan in two extreme cases, namely when the actuator is fully 
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extended at +5-inch stroke and when the actuator is fully retracted at -5-inch stroke. As shown 
in Figure A.19 the insulator does not hit any of the hold-down frames in these two extremes.  
Consequently, the design of the hold-down systems was finalized and fabricated. The 
fabricated hold-down systems attached to the shaking table at UC Berkeley are shown in Figure 
A.20. It is worth noting that the two cantilever frames used for the hold down system at the 
actuator side were later connected together through a girder to act as the continuous girder hold 
down system at the opposite side. 

 

Figure A.18 Parts required for assembling the proposed hold-down systems 

Source: this report 

 

Actuator Fully Extended Actuator Fully Retracted  

Figure A.19 Test setup plan and side view for the upgraded shaking table in two extremes 

Source: this report 
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Figure A.20 Upgraded shaking table after installing the hold-down systems 

Source: this report 

A.4.2 Upgraded Shaking Table Performance 

In order to test the table performance after installing the hold-down systems, the installed 
vertical position transducer was used to measure the uplift during dynamic testing as shown in 
Figure A.21. The location of the transducer was selected where maximum uplift was expected in 
the upgraded table. For comparison, the uplift was measured when the full scale “Disp_X” 
signal was applied, i.e. using the same signal as in the run with the original (before upgrade) 
table.  

The uplift was compared in three cases. First, when the original table was used before any 
upgrade. In this case, the experienced uplift at the free end of the table was the maximum as 
shown in previous section, Figure A.16. Secondly, when the hold-down system was only 
installed at the free end of the table and the other end was only attached to the actuator without 
hold-down frames at the actuator end. This second case was to evaluate the rigidity of the 
connection between the actuator and the table and whether it was sufficient to prevent the 
uplift. In this case, the uplift was measured at the actuator end. As shown in Figure A.22, it was 
found that there was still significant uplifting at the actuator end but less than the original case 
without any upgrade. Therefore, it was concluded that the connection between the actuator and 
the table is not rigid enough to prevent uplift at the actuator end due to rotation in the vertical 
plane which justified the use of the two cantilever hold-down frames to prevent the uplift at this 
location. Thirdly, after complete upgrade with all hold-down frames installed, the uplift was 
measured mid-way between the two systems. Figure A.23 shows that uplift was successfully 
reduced in this case. The small vertical displacement values detected in this case are attributed 
to the table surface imperfections and not to the uplift. 

The table performance was checked after the upgrade to assure that the installed hold-down 
system did not affect the performance of the table in terms of velocity or acceleration. Figure 
A.24 shows the measured feedback and input signals with the maximum achieved velocity and 
acceleration indicated on the figure. It was found that the table performance was essentially the 
same as before installing the hold-down systems. 



235 

 

 

Figure A.21 Vertical transducer measure uplift, location of the transducer in case of original table is 
different from upgraded table due to the installed hold-down systems 

Source: this report 
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 Figure A.22 Uplift measured at the actuator end when hold-down system is installed at the free end of 

the table only 

Source: this report 
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Figure A.23 Uplift measured mid-way after installing hold-down systems at both ends  

Source: this report 
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Figure A.24 Feedback and input command signals after upgrading the shaking table  

Source: this report
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APPENDIX B: Meshing of the 3D FE Model of the 
Insulator Post 
The steps to generate the FE mesh considering the actual geometry of the single post insulator 
using FX+ are presented in this appendix. 

B.1 Steps Followed To Generate the Complex Geometry of the Insulator Surface 

Step 1: Place a photograph of the specimen as a background picture for FX+ as shown in Figure 
B.1. This can be achieved as follows: 

• Click on View Display   Option, refer to Figure B.2. 

• Change “Background picture” from “None” to “Centered”. 

• Click on “Background Image File Path” and browse to the picture required to be the 

background one. 

  

Figure B.1 Insulator photo as FX+ background 

Source: this report 

 

Figure B.2 Display option box of FX+ 

Source: this report 

 

Step 2: Create 2D Polyline as follows: 

• Click on Geometry   Curve    Create On WP   Polyline. 

• Create a Polyline that fits the outer part of a shed, refer to Figure B.3. 
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Figure B.3 Print Screen of FX+ with the created polyline 

Source: this report 

Step 3: Create a plane surface from the Polyline as follows: 

• Reset the background image to “None”. 

• Click on Geometry   Surface   Create   Plane Surface, refer to Figure B.4. 

• Select all the curves created and then click on Apply, refer to Figure B.5. 

 

Figure B.4 Plane Face window 

Source: this report 
Figure B.5 Plane surface created from Polyline 

Source: this report 

Step 4: Create the shed from the surface as follows: 

• Click on the “revolve” button under the “Solid” tab, refer to Figure B.6. 

• Select the surface as the revolution profile and choose the right axis. 

• Change the Angle to 360 Degrees then click on Apply, refer to Figure B.7. 

 

Step 5: Calculate the depth of the shed as follows: 

• Click on Geometry   Measure   Distance/Angle, refer to Figure B.8. 

• Choose “Surface to Surface Distance” and click on the bottom and top surface giving the 

depth of the shed, refer to Figure B.9. 
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Figure B.6 Revolution window 

Source: this report 
Figure B.7 Shed created from the surface 

Source: this report 

 

 

Figure B.8 Distance/Angle window 

Source: this report 
Figure B.9 Shed with the calculated depth 

Source: this report 

 

Step 6: Duplicate the sheds as follows: 

• Click on Geometry   Transform   Translate, refer to Figure B.10. 

• Select the shed and the translation axis. 

• Check the botton “Uniform Copy” and write the required number of copies. 

• In the distance box, put the shed’s depth. 

• Click on “Apply”, refer to Figure B.11. 
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Figure B.10 Translate window 

Source: this report 
Figure B.11 Duplicated sheds 

Source: this report 

Remarks: 

For further use of FX+, it is important to note that certain procedures may give undesired 
results. These situations are summarized in the following: 

- Hard Nodes and Hard Edges: These are nodes and edges that are fixed and cannot be 
moved to create a mesh from a given geometry. This error takes place when one attempts 
to mesh an irregular geometry. It is observed that this often takes place when one uses the 
methodology below with a central line that is not vertical. To avoid this error, it is 
recommended to mesh as soon as the revolved solid has been created. 

- Creating the shed: It is easy to lose track of the overall dimensions by creating a shed that is 
slightly larger in depth. After creating the polyline, it is recommended to scale it and make 
sure that its height equals the inter‐shed distance. 

- It is recommended to extensively use Vertices and Geometry>Measure>Distance/Angle 
buttons. 

- An error may take place when using the “Check Duplicate” option. 
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B.2 Steps Followed for Meshing 

FX+ is used to mesh the geometry as discussed in details in this section. Meshing using FX+ is 
not trivial since this program does not automatically take into account the fact that two solids 
that share a common surface have to share the nodes. Therefore, the involved steps are 
discussed in details in the following sections. 

B.2.1 First Method 

Create the two solids and place their common surface at the same location. To attach the two 
geometries click on Geometry   Transform   Attach, refer to Figure B.12. 

Step 1: Check whether the common surface is in fact sharing the same location as follows: 

• Click on Geometry   Check Duplicates, refer to Figure B.13. 

• Click on button “Apply”. If the common surface exists, it will be yellowed as show in 

Figure B.14. 

 

Step 2: Cut the common surface, i.e. get the imprint of the common surface onto one of the 
solids as follows: 

• Click on Geometry   Boolean Operation   Cut, refer to Figure B.15. 

• Click on “Select Boolean Master” button (Figure B.16) and select the bottom cylinder. 

• Click on “Select Boolean Tool(s)” and select the top cylinder (Figure B.17). It is important 

to unselect “Delete Tool Objects”. 

 

Step 3: Check the cut of the common surface as follows: 

• Click on Geometry   Check Duplicates, refer to Figure B.18. 

 

Meshing: Now one can proceed with the meshing of the model. The common surfaces will 

share the same nodes. 
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Figure B.12 Attach “Shape” box 

Source: this report 
Figure B.13 Two solids with common surface 

Source: this report 

 
Figure B.14 Common surface displayed 

Source: this report 
Figure B.15 Check “Duplicates” window 

Source: this report 
 

 
 

Figure B.16 Boolean Cut dialog 
window 

Source: this report 

Figure B.17 Bottom cylinder 
selection 

Source: this report 

Figure B.18 Imprint of the 
common surface displayed 

Source: this report 
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B.2.2 Second Method 

When the common surface  is complex, e.g. due to the existence of holes, the first method will 
cause  the creation of hard nodes and/or hard edges. To  resolve  this problem, a more delicate 
method can be used as discussed below. This problem occurred when we tried to make the two 
sections of the insulator share the same nodes at the contact between the steel caps. Figure B.19 
shows the result of the mesh where the two meshes originally do not share the same nodes. 

 

Figure B.19 Mesh of the two metallic caps without proper attachment 

Source: this report 

 

Below are the necessary steps to resolve the discussed problem above: 

Step 1: Choose one of the mesh sets and rotate it as follows: 

• Click on Mesh   Transform   Rotate, refer to Figure B.20. 

• Select one of the mesh sets. 

• Choose a small rotation angle (in the case of the insulator stack, we needed 1.8o to get the 
nodes closer). 

• Click Apply, refer to Figure B.21. 

Step 2: Merge nodes as follows: 

• Click on Mesh   Node   Merge, refer to Figure B.22. 

• Select the nodes that need to be merged. 

• Reduce the tolerance. In the case of the insulator stack, we choose 0.08. It is important to 
make sure that the tolerance is smaller than the mesh size. 
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• Click on “Find”, FX+ will highlight  (in yellow)  the nodes  that will be merged, refer  to 
Figure B.23. 

• Click on “Merge”. 

  

Figure B.20 Rotate Mesh window 

Source: this report 
Figure B.21 Nodes are closer but not merged 

Source: this report 

 

  

Figure B.22  Merge Node window 

Source: this report 
Figure B.23 Highlighted nodes to be merged 

Source: this report 
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Remarks: 

Some problems have been encountered while using the First Method above. Below are some 
remarks to bypass these problems: 

- The “Check Duplicate” option sometimes does not recognize the common surface. If it is the 
case, it is recommended to try the option “Common” as follows: Click on Geometry   
Boolean Operation   Common. This will cut the two solids and leave only the common 
surface. 

- The “Attach” command may change the attached solid to a “Shell Element” where in the 
“Pre‐Works” window, the solid is not in the “Solid” field but in the “Surface” field. It is 
important to make sure that we are dealing with solids. Otherwise one ends up having a 
solid and a shell with an open surface that cannot be meshed with 3D elements. To do that, 
one has to re‐transform the shell into a solid. Here are the necessary steps: 

o Click on Geometry   Solid   Shell to Solid. 

o Choose the “Shell Element”. 

o Click on “Apply”. 

- To create the core porcelain, a cylinder that represents the connection between the cap and 
the first bottom shed has to be added and then fused with the sheds. For this purpose, click 
on Geometry   Boolean Operation   Common. This operation should create a new solid 
but sometimes a “Compound Shape” is created which will result in a mesh where the added 
cylinder and the sheds are not connected. To resolve this problem, one has to follow the 
same methodology in Part One above until “step3” and then fuse the two solids. The result 
should be the creation of a new solid. 
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Preface 

The California Energy Commission’s Public Interest Energy Research (PIER) Program supports 
public interest energy research and development that will help improve the quality of life in 
California by bringing environmentally safe, affordable, and reliable energy services and 
products to the marketplace. 

The PIER Program conducts public interest research, development, and demonstration (RD&D) 
projects to benefit California. 

The PIER Program strives to conduct the most promising public interest energy research by 
partnering with RD&D entities, including individuals, businesses, utilities, and public or 
private research institutions. 

• PIER funding efforts are focused on the following RD&D program areas: 

• Buildings End‐Use Energy Efficiency 

• Energy Innovations Small Grants 

• Energy‐Related Environmental Research 

• Energy Systems Integration 

• Environmentally Preferred Advanced Generation 

• Industrial/Agricultural/Water End‐Use Energy Efficiency 

• Renewable Energy Technologies 

• Transportation 

Future Transmission Operations Research Report is the Task 3.0 final report for the 
contract number 500-07-037 conducted by California Institute for Energy and 
Environment (CIEE). The information from this project contributes to PIER’s Energy 
Systems Integration Program. 

For more information about the PIER Program, please visit the Energy Commission’s website at 
www.energy.ca.gov/research/ or contact the Energy Commission at 916‐654‐4878. 

Please cite this report as follows: 

Cole, Jim, and Merwin Brown. 2009. Future Transmission Operations Research Report, California 
Energy Commission, PIER Energy Systems Integration Program.  
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Abstract 

California has adopted aggressive energy policy goals to significantly reduce greenhouse gases, 
improve energy efficiencies and deploy increased penetrations of renewable energy generation. 
Substantial increases in the generation of electricity from renewable resources that are located 
remote from customers will be necessary to achieve the RPS goals, and must rely on adequate, 
economical and reliable transmission for delivering renewable electricity to consumers. The 
current system will be challenged in performing its roles in meeting these goals. New 
transmission technologies offer the prospect of providing a substantial portion of the new or 
expanded capabilities to supplement traditional solutions. 

This report contains the approach, framework and initial plan for achieving the goal for Task 
3.0, “Transmission Operations Research Report,” of Contract 500‐07‐037, which is to identify 
new or expanded transmission operations research activities that  

1. Increase the transmission of electricity from renewable resources 

2. Increase the efficiency of the transmission system and  

3. Reduce the emissions of greenhouse gases (GHG) that are associated with the 
transmission system 

The report addresses but is not limited to research activities related to real time system 
operations in the following areas:  

1. Integration of renewables;  

2. Smart Grid technologies  

3. Transmission system efficiency and associated reductions in greenhouse gas emissions 

 

 

 

 

Keywords: Renewable energy integration, greenhouse gases, energy efficiency, reliability, 
real time system operations, synchrophasors, situational awareness, real time control, 
system stability, dynamic response of solar systems, dynamic response of wind systems, 
real‐time nomograms, power flow control, load modeling, interconnection standards, 
transmission, distribution, system restoration 
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Executive Summary 
Purpose 
This report contains the approach, framework  and initial plan for Task 3.0, “Transmission 
Operations Research Report,” of the California Energy Commission Contract 500‐07‐037, which 
is to identify new or expanded transmission operations research activities that:  

1. Increase the transmission of electricity from renewable resources 

2. Increase the efficiency of the transmission system and  

3. Reduce the emissions of greenhouse gases (GHG) that are associated with the 
transmission system 

The report addresses but is not limited to a description of what future transmission operations 
research activities could be conducted in the context of the following:  

• Technologies to provide improvements to the operation of the transmission system to 
increase the integration of renewables;  

• SmartGrid technologies for their integration into operations to increase the transmission 
of electricity from renewable resources; and 

• Grid operation for possible improvements in the efficiency of the transmission system 
and reductions in the emission of GHG that are associated with transmission operations. 

This report also lists research activities identified to date for this research area. 

Introduction 
California has adopted aggressive energy policy goals to significantly reduce greenhouse gases, 
improve energy efficiencies and increased penetration of renewable energy generation. The 
electric transmission and distribution (T&D) system in California is a factor in being able to 
meet each of these goals. Although fractionally small, there are substantial energy losses in 
transporting electricity, which could be reduced with efficiency improvements. While T&D per 
se contributes relatively little to increasing GHG on a sustained basis, there are opportunities to 
reduce emissions in design, construction, operations and maintenance. Perhaps most 
significantly, however, T&D is absolutely essential to meet the state’s renewable portfolio 
standard (RPS) goals.  Substantial increases in the generation of electricity from renewable 
resources in remote locations will be necessary to achieve the RPS goals, and must rely on 
adequate, economical and reliable T&D for delivering renewable electricity to consumers. The 
current T&D system will be challenged in performing its roles in meeting these goals. 

Meeting these challenges will require new or expanded capabilities for the grid. New 
transmission technologies offer the prospect of providing a substantial portion of the new or 
expanded capabilities to supplement traditional solutions. These technologies can be classified 
among three broad categories: a) infrastructure, b) real time systems operation, and c) 
transmission planning, uncertainty analysis and environmental research. This Future 
Transmission Operations Research report addresses the second of these. 
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Many of these new technologies will require additional development before they can be 
commercially or routinely deployed. The process for identifying the research activities of most 
value starts with identifying the most critical issues facing the electric industry community, and 
matching new technologies to address those issues. However there are often gaps between the 
current and desired status of each technology. These gaps have been identified along with the 
research, development and demonstration to work toward closing the gaps. The degree of 
success of this process depends largely on obtaining the best and latest policy, industry and 
technology knowledge by engaging public and private stakeholders and technology developers. 

Stakeholder Engagement 
A significant amount of situational analysis, technology identification, and evaluation of 
research and development needs, have been, and will be, accomplished by means of meetings 
that include representatives of key public and private stakeholders, and research and 
technology developer organizations. CIEE has found that the most effective means to obtain 
comprehensive and meaningful information about promising new research avenues is to meet 
at stakeholder and researcher sites so as to be accessible to a wide array of scientific, 
engineering, and business personnel to solicit their viewpoints and ideas. Where feasible, this is 
the preferred approach. It will be augmented by telephone conversations and interviews; 
participation in industry conferences, symposia and workshops; and other means as 
appropriate and feasible. 

In addition, CIEE also holds Technical Advisory Committee meetings, typically “brainstorming‐
types” of meeting to discuss stakeholder and CIEE perspective on new planning and 
environment needs. Follow‐up meetings are sometimes warranted to discuss draft versions of 
the major findings. 

The following are organizations which hold meetings that could contribute to the development 
of the technical information described in this report. This is not an exclusive list; indeed, many 
additional, unanticipated meeting and conference opportunities are expected to arise, some on 
relatively short notice. 

• IOUs and the CAISO: Scheduled on an ad‐hoc basis, as needed to meet with key 
engineers and researchers at stakeholder sites.   

• System Stability R&D Task Force: BPA schedules these meetings with representatives 
from CAISO, SCE, PG&E, CIEE, DOE, and other leading researchers. Emphasis is on 
issues which can have a significant impact on transient, dynamic and voltage stability.  

• North American SynchroPhasor Initiative (NASPI):  CIEE is an active participant in 
NASPI Working Group Meetings and has played a significant, ongoing role in projects 
funded by PIER. These also represent opportunities to meet with key stakeholders, 
technology developers, and leading researchers that routinely attend these meetings. 

• Electric Power Research Institute (EPRI): EPRI conducts workshops in a number of 
research program areas that directly relate to the research that the TRP is doing.  
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Problem Statement 
Renewable resources within California are extensive and varied, and California has established 
aggressive RPS goals to increase the fraction of electricity made from renewable energy 
resources and to decrease greenhouse gas emissions under AB 32. By 2010, 20% of California’s 
electricity is to come from renewables, and by 2020, perhaps 33%. Most of the new sources are 
expected to connect to the transmission system in remote locations and to exhibit properties 
quite different from traditional generation and loads, posing special challenges for providing 
timely adequate grid delivery capacity, maintaining reliability, and avoiding economic 
inefficiencies. We refer collectively to these challenges as the problem of Renewables Integration 
(RI), and it is often cited as the major barrier to achieving the renewable goals of the state. New 
technologies will be required to provide the functional capabilities required for success.  

These new technologies can be applied in the context of providing three new or expanded 
broad capabilities: (1) Provide physical access for each new power plant, (2) Reliably 
accommodate any unique renewable generator behaviors, and (3) Increase the grid’s power 
carrying capacity to handle the additional electric power flows.  As solutions are developed 
through research to addressed the issues raised in meeting these three main state policy goals of 
renewable generation deployment, GHG reduction and energy efficiency improvements, the 
transmission community must continue to assure that transmission meets the critical 
requirements for adequacy, reliability, affordability, security, safety, and environmental 
protection. 

Initial Transmission Operations Research Candidates 
Examples of the types of technologies and technology platforms that would qualify for 
examination include (but are not limited to) the following:  

• Tools for Online Analysis, Visualization, Forecasting and Real-Time Power System 
Control of Operational Impacts of Wind and Solar Generation  
The high penetration of wind, solar and other renewable energy resources present 
significant operating challenges for generation‐load balancing, frequency regulation, 
and transmission grid stability. This includes all types of stability: transient, small signal, 
and voltage. New real‐time, hour‐ahead and day‐ahead situational analysis, 
visualization, forecasting and real‐time power system control tools (e.g. real time 
nomograms) can provide transmission grid operators with actionable information that 
can maximize the economic utilization of renewable energy resources, avoid congestion, 
avoid grid operating conditions that are likely to result in voltage and dynamic 
instabilities, and assist operators in mitigating operating problems if and when they are 
experienced.  

• Dynamic Response of WECC Transmission System with High Penetration of Wind 
and Solar Generation  
The high penetration (~33%) of alternative‐energy generation could significantly change 
the dynamic response of the WECC system to disturbances, especially low frequency 
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grid oscillations. Research is needed to improve understanding of the dynamic response 
under high‐penetration of both centralized and distributed solar and wind resources.  

• Real-Time Synchrophasor Detection, Diagnosis and Control of Dynamic and 
Voltage Instabilities Resulting from Significant Wind and Solar Generation 
Grid operators in the WECC are expanding the use of synchrophasor‐based monitoring, 
data analysis and diagnostic systems for detecting, diagnosing the causes and 
responding to grid disturbances that impact system reliability.  

There is a critical need for development of new real time synchrophasor based 
situational analysis, diagnostic, and visualization tools that can translate synchrophasor 
data into real time, actionable information that can be used by grid operators. Further 
development and expanded operator use will have increased importance for managing 
the integration of significant intermittent renewable energy. 

• Smart Grid Operation and Control of Distribution Systems with Extensive 
Penetration of Distributed Solar and Wind Systems  
Current industry standards of net metering require that these systems disconnect from 
the distribution system if frequency or voltage and other operating characteristics are 
not within normal operating ranges.  

  With a high penetration of distributed renewable energy systems, utilities and grid 
operators are very interested in the development and deployment of distributed 
interconnection equipment, capable of automated restoration of service and reliable 
situational awareness information while addressing distribution protection 
requirements.  

• WECC Load Modeling Including Distributed Solar Systems and Real-Time Control 
of Voltage Instabilities  
Based on PIER, DOE and member funding support of Phase 1 efforts, WECC 
transmission and distribution system planners and operators are now using significantly 
improved end use load models for establishing the transfer limits of major transmission 
interties and managing distribution and transmission voltage instabilities caused by 
typical residential air conditioners. Potential options for mitigating these voltage 
instabilities that are being evaluated by utilities included improved air conditioner 
retrofit controls and transmission system controls.  

  Current preliminary research is focused on understanding the impact of distributed 
solar systems on dynamic and voltage stability. Future research will explore potential 
options for improving the voltage and dynamic stability performance these systems and 
how they might be designed to address voltage and dynamic instability problems. 

• Smart Grid Restoration of Distributed Solar and other Renewables  
Current industry standards of net‐metering and other small‐scale distributed renewable 
interconnection equipment require that these systems disconnect from the distribution 
system if frequency or voltage and other operating characteristics are not within normal 
operating ranges. Utilities and grid operators are very interested in the development 
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and deployment of distributed interconnection equipment, capable of automated 
restoration of service and reliable information while addressing distribution protection 
requirements. 

Benefits to California  
This work benefits California by addressing how new technologies can be developed for 
helping the electric transmission and distribution system (T&D) perform its role in meeting the 
three main state policy goals of renewable generation deployment, GHG reduction and energy 
efficiency improvements, while continuing to assure that transmission meets the critical 
requirements for adequacy, reliability, affordability, security, safety, and environmental 
protection. California has adopted aggressive energy policy goals to significantly reduce 
greenhouse gases, improve energy efficiencies and increase penetration of renewable energy 
generation. The electric T&D system in California is a factor in being able to meet each of these 
goals, but currently faces many challenges in performing its roles in achieving them. Meeting 
these challenges will require new or expanded capabilities for the grid, and new transmission 
technologies offer the prospect of providing a substantial portion of the new or expanded 
capabilities to supplement traditional solutions. This report identifies the drivers and rationales 
that create the needs for new technologies, and describes the most promising new technologies 
and the research activities needed to help bring them to productive deployment and 
commercial reality in a manner that meets California needs in a timely fashion.  
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1.0 Purpose  
This report contains the approach, framework  and initial plan for achieving the goal for Task 
3.0, “Transmission Operations Research Report,” of Contract 500‐07‐037, which is to identify 
new or expanded transmission operations research activities that  

1. Increase the transmission of electricity from renewable resources 
2. Increase the efficiency of the transmission system and  
3. Reduce the emissions of greenhouse gases (GHG) that are associated with the 

transmission system 
The report addresses but is not limited to a description of what future transmission operations 
research activities could be conducted in the context of the following:  

• Technologies to provide improvements to the operation of the transmission system to 
increase the integration of renewables;  

• SmartGrid technologies for their integration into operations to increase the transmission 
of electricity from renewable resources; and 

• Grid operation for possible improvements in the efficiency of the operation of 
transmission system and reductions in the emission of GHG that are associated with 
transmission operations. 

This report also lists research activities identified to date for this research area. 
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2.0 Introduction and Process 
California has adopted aggressive energy policy goals to significantly reduce greenhouse gases, 
improve energy efficiencies and deploy increased penetrations of renewable energy generation. 
The electric transmission and distribution (T&D) system in California is a factor, in varying 
degrees, in being able to meet each of these goals. Although fractionally small, there are 
substantial energy losses in transporting electricity, which could be reduced with efficiency 
improvements. While T&D per se contributes relatively little to increasing GHG on a sustained 
basis, there are some opportunities to reduce emissions in design, construction, operations and 
maintenance. Perhaps most significantly, however, T&D is absolutely essential for meeting the 
state’s renewable portfolio standard (RPS) goals.  Substantial increases in the generation of 
electricity from renewable resources that are located remote from customers will be necessary to 
achieve the RPS goals, and must rely on adequate, economical and reliable T&D for delivering 
renewable electricity to consumers. The current T&D system will be challenged in performing 
its roles in meeting these goals. 

Meeting these challenges will require new or expanded capabilities for the grid. For example, at 
higher RPS levels, the conventional “build” solutions, namely extending new lines or 
expanding the capacity of existing transmission gateways to load centers using traditional 
technologies, and building conventional power plants for support, will prove inadequate by 
themselves, either because they are not the most cost effective, or obtaining the necessary 
permits will be very difficult. New transmission technologies offer the prospect of providing a 
substantial portion of the new or expanded capabilities to supplement these traditional 
solutions. These technologies can be classified among three broad categories: infrastructure, real 
time systems operation, and transmission planning, uncertainty analysis and environmental 
research. This Future Transmission Operations Research report addresses the third of these, and 
addresses algorithms, and analytical, planning and modeling tools for grid and market 
operations, and infrastructure expansion, for use by T&D owners, planners, operators, 
regulators and policy makers. 

Many of these new technologies are at an immature stage of development, and will require 
additional development before they can be commercially or routinely deployed to provide their 
benefits to the grid. The process for identifying the research activities of most value starts with 
identifying the most critical issues facing the electric industry community, and matching new 
technologies that enable enhanced or new capabilities to address those issues. However there 
are often gaps between the current and desired status of each technology. These development 
gaps are barriers to achieving the needed transmission capabilities, and are often the result of 
deficiencies in materials; mathematical, scientific, engineering or process knowledge; system 
design and integration; standards setting and performance verification; scale; user confidence; 
etc. The final step is to identify what research, development and demonstration are needed in 
each case to work toward closing the gaps. The degree of success of this process depends 
largely on obtaining the best and latest policy, industry and technology knowledge by engaging 
public and private stakeholders and technology developers. 
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Section 3, “Engagements with Stakeholders, Researchers and Technology Developers,” provides 
examples of planned engagements with stakeholders, researchers and technology developers 
who can contribute the most to updating and identifying new issues, technologies, and the 
needed research and its importance. These engagements often take the form of targeted 
meetings with several representatives of key stakeholders, researchers and technology 
developers; technical advisory committee and research, development, and demonstration 
(RD&D) scoping meetings; and T&D industry, government, and university workshops and 
conferences attended by leading researchers, technology developers and stakeholder 
representatives. While some of these meetings can be conducted or attended via 
telecommunications media when practical, it is expected that other meetings, e.g., interactive 
meetings using “flipcharts and white board” discussions, viewing transmission system 
equipment and facilities, or involving complex technical discussions, will require participation 
on location in order to achieve mutual understanding in a time effective manner resulting in an 
acceptable outcome. 

Section 4, “Problem Statement,” is an initial situational analysis that provides the starting point 
context for engaging stakeholders and technology developers in identifying changes in market, 
policy and technology drivers for T&D issues that might be addressed through development 
and application of new technologies. 

Section 5, “Current Technology Candidates and Research Activities,” lists the most current 
technology candidates and research activities that will make significant contributions to 
achieving the grid functionality for achieving California’s energy policy goals. This list reflects 
the latest knowledge obtained in the process described above, and the understanding and 
experience acquired from CIEE participation in the existing PIER Transmission and related 
RD&D programs. It will be amended as warranted following the engagements with 
stakeholders and technology developers and analysis of findings. 
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3.0 Engagements with Stakeholders, Researchers and 
Technology Developers 
A significant amount of situational analysis, technology identification, and evaluation of 
research and development needs will be done by means of meetings (by telecommunications or 
onsite) that include representatives of key public and private stakeholders, and research and 
technology developer organizations. Candidates usually include, but are not limited to, the 
organizations represented on the TRP Policy Advisory Committee (PAC): CAISO, SCE, PG&E, 
SDG&E, BPA and UWIG; and selected research organizations such as EPRI, CERTS, PSERC, 
DOE, National Laboratories; the IEEE, particularly its Power Engineering Society T&D 
Committee; utility regulatory bodies such as the Energy Commission and the Public Utilities 
Commission; consultants and independent experts; and leading universities involved in electric 
systems research. CIEE has found that the most effective means to obtain comprehensive and 
meaningful information about promising new research avenues for transmission planning and 
environment of interest to stakeholders is to meet at stakeholder and researcher sites so as to be 
accessible to a wide array of scientific, engineering, and business personnel to solicit their 
viewpoints and ideas. Where economically warranted and feasible, this approach will be the 
preferred approach with selected candidates. It will be augmented by telephone conversations 
and interviews; participation in industry conferences, symposia and workshops; and other 
means as appropriate and feasible. 

In addition, CIEE also holds Technical Advisory Committee meetings, typically “brainstorming‐
types” of meeting to discuss stakeholder and CIEE perspective on new planning and 
environment needs. Follow‐up meetings are sometimes warranted to discuss draft versions of 
the major findings. 

The following are organizations which hold meetings that could contribute to the development 
of the technical information described in this report, and therefore are under consideration for 
attendance by CIEE personnel. This is not an exclusive list; indeed, many additional, 
unanticipated meeting and conference opportunities are expected to arise, some on relatively 
short notice. 

• Meetings with IOUs and the CAISO  
In general, CIEE TRP will schedule meetings with these entities on an ad‐hoc basis, as 
needed to meet with key engineers and researchers at stakeholder sites, to develop the 
information necessary for defining the needed research in transmission infrastructure 
technologies. It is anticipated that most of these meetings will be in‐state, requiring only 
local travel and a minimum of hotel stays.   

• System Stability, Large Scale Wind Integration, Distributed Generation and Load 
Composition R&D Planning Meetings  
Every 6 months, BPA schedules a meeting of the System Stability R&D task force 
consisting of representatives from CAISO, SCE, PG&E, CIEE, and DOE and leading 
researchers involved conduct, and planning of real time system operations R&D, with 
emphasis on the integration of central station and distributed wind and solar generation 



 

 15 

as well as end‐use loads which can have a significant impact on transient, dynamic and 
voltage stability. In 2009, CIEE attended meetings of this group at SCE on January 21‐23 
and on June 1‐2 at CAISO. CIEE has found these meetings to be extremely valuable in 
identifying real‐time system operations R&D needs of interest to the California electric 
industry and other stakeholders and plans to continue o participate in these meetings.  
In essence, these essentially function as a Technical Advisory Committee for Real‐Time 
System Operations. 

• North American SynchroPhasor Initiative (NASPI) Meetings   
CIEE is an active participant in NASPI Working Group Meetings because of the 
significant, ongoing role it has played in the planning, funding and management of the 
Real Time Dynamic Monitoring Systems and related PNNL and CERTS phasor 
applications and Business Case Analysis projects funded by PIER. The next NASPI 
Work Group Meeting is scheduled at the CAISO on June 3‐4, 2009. CIEE attends NASPI 
meetings because of the significant benefits that will be derived from participation in 
NASPI operations implementation, performance and standards, data and network 
management and research working group presentations and opportunities to discuss 
real time T&D system operations R&D needs and opportunities with key stakeholders, 
technology developers, and leading researchers that routinely attend these meetings. 

• Electric Power Research Institute (EPRI) Workshops  
EPRI has a number of research program areas that directly relate to the research that the 
TRP is doing, including:  
o Dynamic Security Assessment Project Advisory Group 
o Power System Analysis, Planning and Operation Task Force Meetings and 

Workshops 
o Self-Healing Protection and Control Program 
o Increased Transmission Capacity Program 
o Increased Power Flow Program 
o Substation Automation Program 
The CIEE TRP has participated in EPRI Working Groups, Task Forces, and Project 
Advisory Groups, and will continue to do so, as it is advantageous to leverage EPRI’s 
activities with TRP’s. Some of these meetings will be local, i.e., requiring travel to Palo 
Alto or other in‐state locations. Others will be out‐of‐state, and in rare cases will be held 
at international venues.  



 

 16 

4.0 Problem Statement 
Renewable resources within California are extensive and varied, and California has established 
aggressive RPS goals to increase the fraction of electricity made from renewable energy 
resources and to decrease greenhouse gas emissions under AB 32. By 2010, 20% of California’s 
electricity is to come from renewables, and by 2020, perhaps 33%. This new generation will be 
integrated into the electric grid at both the transmission and distribution levels, but most of it is 
expected to connect to the transmission system in remote locations. Some of this renewable 
generation will exhibit properties quite different from traditional generation and loads, which 
poses special challenges for providing timely adequate grid delivery capacity, maintaining 
reliability, and avoiding economic inefficiencies. We refer collectively to these challenges as the 
problem of Renewables Integration (RI), and it is often cited as the major barrier to achieving 
the renewable goals of the state. 

The renewable resources for larger, central station renewable power plants tend to be located 
remote from load centers and other generation resources, and therefore are remote from the 
existing electric transmission lines. Extension of new transmission capacity is expensive and 
often takes many years getting siting approved. Given the relatively short construction times for 
many types of renewable generation, having transmission available when the power plant is 
ready to make its contribution toward meeting the renewable goals is problematic and threatens 
the ability to meet the RPS goals. Furthermore, adding new generation without upgrading 
existing transmission capacity or adding new capacity can result in more economic 
inefficiencies such as higher congestion costs for consumers. 

At the other extreme, some of these renewable generators will be located, and integrated into 
the grid, near or at the electric loads. Prime examples are photovoltaic panels mounted on 
building roof‐tops, and small biomass‐fueled generators located at the community level. These 
“distributed” generators, in contrast to “central station,” are usually connected at the 
distribution level, which in general was not designed to connect generation resources of any 
kind, and can cause some safety and operational issues. And while some of the power from a 
distributed generator might be fed to a neighboring load by the grid, some, if not most, of the 
power will be consumed locally, creating an ambiguous role as a new kind of generator acting 
as a negative load, at least from a transmission perspective.  

From a transmission operational dynamics perspective, geothermal and biomass energy are 
similar to traditional power generators, especially base‐load, and therefore do not pose much 
concern about their operational behavior within the power grid, though some biomass 
resources vary seasonally. Some types of renewable generation, however, are “fueled” by 
variable, or intermittent, energy sources like wind and sunshine, i.e., insolation, which are 
controlled by weather and rotation of the earth. These intermittent renewables can create 
renewable energy power plant behaviors for which the grid was not designed and that are quite 
unfamiliar to grid operators and outside their control. Relatively small penetrations of 
intermittent renewables are expected to have “operational implications significant but 
manageable” (“California Independent System Operator Integration of Renewable Resources,” 
David Hawkins & Clyde Loutan, CAISO, November 2007). For greater penetration levels, 
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however, transmission infrastructure expansion, improved wind and solar forecasting, 
increased ancillary services for the grid, and new technologies for a smarter, more flexible grid 
will be required. 

Not all the news associated with increased use of renewable generation integrated into the grid 
is negative. In addition to the obvious reduction in greenhouse gas reductions, inherent in 
renewable generation is a hedge against volatility in fuel prices and reliance on imported fossil 
fuels. Certain renewable resources, such as solar, have a reasonably strong correlation with load 
temporal profiles in California, and therefore might help with meeting peak load demands, and, 
especially for distributed forms, reducing congestion costs, deferring grid infrastructure 
investment and perhaps providing local voltage support. The non‐intermittent renewable 
resources, such as geothermal and biomass, of course can add to a growing need for baseload 
generation capacity. Proper integration among renewable resource types and across 
geographical regions might further enhance renewables’ contribution to a stable, reliable and 
affordable grid.  

The successful integration into the electric grid of the renewable generation required to meet 
state RPS goals needs coordination among many public and private sector stakeholders in the 
renewable and electric grid communities. But new technologies will also be required to provide 
the functional capabilities required for success.  

These new technologies can be applied in the context of providing three new or expanded 
broad capabilities: (1) Provide physical access for each new power plant, (2) Reliably 
accommodate any unique renewable generator behaviors, and (3) Increase the grid’s power 
carrying capacity to handle the additional electric power flows.   

New technologies to provide faster access for new renewable plants, in general, need to put 
new transmission lines in a better light.  One aspect of this capability is to use new technologies, 
such as underground cable, to reduce the visibility of transmission infrastructure, since that 
issue seems to be a major barrier for gaining public acceptance of new transmission expansions. 
The other aspect is to enhance the understanding by all interested parties of the need for, and 
relative economic and strategic value of, new transmission infrastructure through interactive 
planning and advanced analysis tools, so that siting and permitting decisions can be made on a 
more sound technical basis.  

New technologies to accommodate the unique renewable generator behaviors, in general, need 
to enable a smarter and more flexible, and fast‐acting grid to handle such behaviors as ramp 
following and intermittency. This “Smart Grid” capability needs to span timeframes from 
milliseconds for automated, and seconds to hours for manual, operations; to days for markets 
and short‐term planning, and span the topology of the whole interconnection, from generators – 
central and distributed ‐ to the customers electric meters, and their appliances and equipment.  

In a similar fashion, new technologies can increase transmission capacity by optimizing the grid 
for greater power flow. Because of operational uncertainties regarding stability and thermal 
limits, the grid power flow limits are conservatively set, leaving considerable transmission 
capacity “on the table.”  Various new Smart Grid technologies can be developed and deployed 
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to provide more accurate real‐time measured and predicted grid status conditions and margins 
over a wide area that could potentially be used to relax some of these constraints and free up 
additional transmission capacity in the extant system. Other technologies can provide the 
capability to control the grid better and faster allowing it to be operated closer to the real 
margins without jeopardizing reliability, again freeing up additional transmission capacity in 
the extant system. Other technologies, especially new technologies, can upgrade the existing 
infrastructure to handle higher power flows in the same pathway. Finally long range system 
planning tools that consider congestion management many years into the future can increase 
the capacity of new system expansions. 

New planning technologies, such as statistical and probabilistic analysis and planning tools, are 
particularly well suited to the needs of the T&D system under growing uncertainty. Changes in 
generation and loads require new data and modeling capabilities. Also, new web‐based tools 
can enable enhanced communication and interactive planning within the transmission 
community and the public. The enhanced or new transmission capabilities that may be 
achieved with these new technologies represent feasible and potentially cost‐effective solutions 
to the challenges of transmission capacity and controllability resulting from renewable 
deployment, and reduction of electric losses and GHG. 

While the transmission system’s largest impact on the reduction of GHGs is its ability to 
integrate renewables, there are some other aspects to consider such as GHGs produced in 
construction activities, operations and maintenance. The release of SF6 ‐ a GHG that is about 
20,000 times more potent than CO2 ‐ from various electric components is one example. The CO2 
released by transportation and earthmoving equipment during construction is another. 
Likewise, electricity delivery losses, e.g., those resulting from Ohm’s Law effects, will decrease 
the amount of renewable energy delivered to the customer by approximately10%, and will 
correspondingly increase the amount of fossil fuel burned to deliver a given amount of 
electricity to a customer. Some new infrastructure technologies and improved operations and 
long range planning have the potential to reclaim some of these electrical energy losses. 

Of the total amount of energy generated in the grid, approximately 7–10% is lost as heat due to 
resistance in transmission lines, transformers and other equipment. A comparable amount of 
energy (approx. 5–10%) is lost in the distribution system. Reducing system losses translates into 
energy production cost savings and reduced GHG. Methods for optimum real‐time 
configuration and operation of the grid will likely produce a much greater percentage efficiency 
improvement than is attainable from focusing on resistive losses, especially on a per dollar 
invested basis. 

In power system planning, utility engineers are very much aware that transmission system 
inefficiency is correlated with low system voltages, congestion or overloading, lack of operating 
flexibility, or other negative impacts. Proper planning and design generally tend to result in a 
more efficient system, both in the physical system and how it is operated. The optimal power 
flow, which is widely used, basically allows planners and operators to design and operate the 
transmission system with the highest efficiency. 
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However, from an overall system perspective, because losses can’t be directly measured, only 
calculated as the total system generation minus net delivered load, and will vary as line 
loadings change, it has historically been very difficult to pinpoint specific lines as candidates for 
economic upgrade based on losses alone.  

Principal drivers for transmission system efficiency are: 

• Enable renewable generation to meet RPS goals. 

• Reduce the use of fossil fuels. 

• Reduce greenhouse gas (GHG) production. 

• Reduce costs to ratepayers. 

• Maintain overall system reliability. 

• Enable efficient energy markets. 

There are two major areas regarding transmission efficiency: 

1. Resistive and inductive losses, primarily in lines and transformers (physical efficiency). 

2. Optimal configuration and operation of the grid (operational efficiency). 

Resistive/inductive losses can be reduced by: 

• Using larger diameter conductors 

• Adding/bundling conductors 

• Using advanced low‐loss conductors 

• Using low‐loss transformers 

• Installing series capacitors in lines (reduces line inductance, and current magnitude) 

• Installing shunt and series capacitors to optimize voltage profiles 

• Optimizing generation dispatch to minimize peak loading on lines 

• Uprating line voltages, e.g., converting a 115kV line to 230kV 

• Installing storage at strategic locations to minimize congestion and peak line loading, 
optimize voltages, etc. 

• Use HVDC lines instead of AC lines 

These measures may or may not be cost‐effective solely on the basis of reducing losses. 

Operational methods to increase transmission system efficiency are: 

• Intelligent management systems, e.g., Smart Grid 

• Optimal power flow applications 

Finally, as solutions are developed through research to address the issues raised in meeting 
these three main state policy goals of renewable generation deployment, GHG reduction and 
energy efficiency improvements, the transmission community must continue to assure that 
transmission meets the critical requirements for adequacy, reliability, affordability, security, 
safety, and environmental protection.   
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5.0 Initial Transmission Operations Research Candidates  
Examples of the types of technologies and technology platforms that would qualify for 
examination include (but are not limited to) the following:  

5.1. Tools for Online Analysis, Visualization, Forecasting and Real-
Time Power System Control of Operational Impacts of Wind and Solar 
Generation:  
The high penetration of wind, solar and other renewable energy resources present significant 
operating challenges for generation‐load balancing, frequency regulation, and transmission grid 
stability. This includes all types of stability: transient, small signal, and voltage. New real‐time, 
hour‐ahead and day‐ahead situational analysis, visualization, forecasting and real‐time power 
system control tools (e.g. real time nomograms) can provide transmission grid operators with 
actionable information that can maximize the economic utilization of renewable energy 
resources, avoid congestion, avoid grid operating conditions that are likely to result in voltage 
and dynamic instabilities, and assist operators in mitigating operating problems if and when 
they are experienced.  

Research Activity: Real‐Time Optimized Nomograms for Increasing Renewable Imports into 
Southern California:   

The objective of this Stage 4 research activity would be the prototype development and testing 
of a “real‐time nomogram” operating tools that can enable grid operators to increase imports of 
renewable energy resources over various transmission paths into Southern California through 
dynamic optimization of the available transmission capacity based on real‐time grid operating 
conditions.  Current ʺstaticʺ nomogram operating tools effectively derate the carrying capacity 
of major transmission pathways because of concerns about voltage and dynamic instabilities. 
The real‐time, optimized nomogram operating tool developed in this project will enable grid 
operators to dynamically map and re‐map (based on real‐time system data updates) and extend 
(via optimization) the “Secure Operating Region” of transmission‐line power flows and 
dynamic operating margins of the Cal ISO system (or any portion of it) relative to numerous 
grid performance optimization objectives, including reliability, security, voltage, thermal, and 
numerous other parameters.. ($500K) 

• Major Goals Addressed: Increase the integration of renewable generation, deployment 
of smart grid technologies. 

• Major Issues Addressed: Maintain reliability under increasing uncertainty. 

• Major Developmental Gap(s): algorithm development; prototype testing; field testing. 

Research Activity: Tools for Wind Forecasting Integration with California Grid Operations:   

This Stage 2 Research and Prototype Testing activity would develop and conduct prototype 
testing of tools that can provide CAISO and transmission grid operators with actionable 
information about the real‐time power being produced by wind energy plants flowing into the 
California electric system in a manner that enhances reliability and maximizes the economic 
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utilization of available renewable energy resources; it would be planned in close collaboration 
with CAISO, transmission system operators and other stakeholders. Phase 1 of this effort would 
be coordinated with other related PIER funded projects including PNNL/CAISO project 
underway; funding for future phases to be determined based on results of Phase 1. ($600K) 

• Major Goals Addressed: Increase the integration of renewable generation, deployment 
of smart grid technologies. 

• Major Issues Addressed: Maintain reliability under increasing uncertainty; enhance 
power market participation by wind. 

• Major Developmental Gap(s): wind monitoring, algorithm development; visualization 
for operators, prototype testing; field testing. 

5.2. Dynamic Response of WECC Transmission System with High 
Penetration of Wind and Solar Generation:  
The high penetration (~33%) of alternative‐energy generation (e.g. both centralized and 
distributed solar and wind) could significantly change the dynamic response of the WECC 
system to disturbances, especially low frequency grid oscillations which are characteristic of the 
western power grid. Research is needed to develop a basic understanding of the dynamic 
response expected from the WECC system under high‐penetration of both centralized and 
distributed solar and wind resources.  

This research should include the effective‐inertia” and other operating characteristics of 
interconnection equipment, including electronic converter and storage systems. If this research 
indicates that significant problems might be anticipated, potential responses that will be 
evaluated includes the development of new designs and standards and technologies for 
improved interconnection equipment, including the electronic converter systems. Other 
potential responses might be new methods for dispatching conventional and renewable power 
generation and reactive power management systems to avoid voltage and dynamic instabilities 
and the potential recognition of the enhanced value of strategically deployed energy storage 
systems. 

Research Activity: Expanded Wind Generation Effects on Wide‐area Grid Operation and Conventional 
Network Control Solutions 

The objective of this Stage 2 research activity would be to assess the impacts of substantial wind 
generation penetration on wide area grid operation, especially with respect to low frequency 
grid oscillations, which are characteristic of the power grid in the western US, and to evaluate 
solutions using conventional control technologies and processes. Industry experts emphasize 
the real and unsatisfied need for a data base correlating information gained from the various 
ongoing modal/frequency domain measurement projects with more conventional operational 
measures of power system condition such as interface flows, voltage gradients, and status of 
key generators. This leaves these measurements presently at the level of anecdotal evidence, 
interesting in themselves but only very loosely linked to the essential functions of short term 
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planning, generation dispatch, and updating of transfer limits. this effort would be coordinated 
with other related PIER funded projects including PNNL/CAISO project underway. ($350K) 

• Major Goals Addressed: Increase the integration of renewable generation, deployment 
of smart grid technologies 

• Major Issues Addressed: Maintain reliability under increasing uncertainty; detection of 
formation, mode identification and mitigation of low frequency grid oscillations; 
increase capacity 

• Major Developmental Gap(s): monitoring, data analysis, impact assessment  

5.3. Real-Time Synchrophasor Detection, Diagnosis and Control of 
Dynamic and Voltage Instabilities Resulting from Significant Wind and 
Solar Generation:  
Grid operators in the WECC are expanding the use of synchrophasor‐based monitoring, data 
analysis and diagnostic systems for detecting, diagnosing the causes and responding to grid 
disturbances that impact system reliability. This technology is just beginning to be used by grid 
operating engineers and grid operators.  

There is a critical need for real‐time the development of new synchrophasor based situational 
analysis, diagnostic, and visualization tools that can translate synchrophasor data from a large 
number of distributed locations within the western power grid into real‐time easy‐to‐
understand, actionable information that can be used by grid operators to diagnose, avoid, and 
correct operating problems. Further development and expanded operator use of this technology 
platform will have increased importance for managing the integration of significant intermittent 
renewable energy resources into the western electric system.  

In addition, this new synchrophasor‐based real‐time monitoring, data analysis, diagnostic, 
situational awareness technology platform offers the potential to enable the grid operators to 
respond in real time to dampen grid oscillations and control voltage instabilities. The potential 
of the following promising transient, small‐signal and voltage instability control strategies, 
using this technology platform, will be explored with stakeholders and R&D developers 
including: 

1. Oscillation damping using controlled real‐time, wide‐area synchrophasor‐enabled 
power injection; 

2. Oscillation damping using a modified real time, synchrophasor enabled  redispatch of 
conventional and renewable energy resources based on mode shape and transmission 
system circuit analyses; 

3. Oscillation damping using redesign of wind and solar generator power electronic 
interface equipment; 

4. Oscillation damping using synchrophasor enabled power electronics that achieves real‐
time damping of traveling wave before sustained oscillations develop; 

5. Controlled, Synchrophasor enabled, Self‐Sustaining Islanding of Western Power System; 
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6. Control of voltage instabilities using synchrophasor enabled real time management of 
reactive power resources. 

Research Activity: Damping of Grid Oscillations for Renewables Integration and Enhanced 
Reliability: 

The objective of this Stage 3 research activity would be to research and develop the technical 
requirements for automatic oscillation detection and control system that would dampen grid 
oscillations and enhance the ability of western grid operators to increase the integration of 
renewable energy resources, and increase transmission capacity without degrading system 
reliability; this project would further the promising feasibility research being conducted by Dan 
Trudnowski and John Undrill in cooperation with CEC PIER, DOE, BPA, CAISO, SCE and other 
WECC transmission owners. The oscillation detection portion of this project would include the 
feasibility of the probing for oscillation detection approach also being developed by Dan 
Trudnowski in cooperation with DOE and the WECC entities listed above. Funding indicated 
for PIER co‐funding of Phase 1 effort to be conducted in cooperation with DOE, BPA and 
others.  If the results of Phase 1 are promising, a Phase 2 project may be recommended. This 
effort would be coordinated with other related PIER funded projects including PNNL/CAISO 
project underway ($500K) 

• Major Goals Addressed: Increase the integration of renewable generation, deployment 
of smart grid technologies. 

• Major Issues Addressed: Maintain reliability under increasing uncertainty; mitigation of 
low frequency grid oscillations; increase capacity. 

• Major Developmental Gap(s): data analysis, algorithm development, tool development. 

5.4. Smart Grid Operation and Control of Distribution Systems with 
Extensive Penetration of Distributed Solar and Wind Systems:   
Current industry standards of net metering and other small scale distributed renewable 
interconnection equipment require that these systems disconnect from the distribution system if 
frequency or voltage and other operating characteristics are not within normal operating 
ranges.  

With a high penetration of distributed renewable energy systems, utilities and grid operators 
are very interested in fostering the development and deployment of distributed interconnection 
equipment, which provides for automated restoration of service and reliable situational 
awareness information about the operational status of these systems while addressing 
distribution protection requirements.  

Discussions with stakeholders and technology R&D developers will focus on near term (2‐5 
year) and midterm (5‐10 year) strategies for addressing these interconnected distribution 
renewable integration, system protection, situation awareness, and system control.    

Research Activity: Real‐Time Autonomous (Robotic Plug & Play) Sensor, Modeling, and Distribution 
System Feedback Control Technology:  
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One potentially promising midterm strategy is the research, development and prototype testing 
of real time autonomous (robotic plug & play) sensor, modeling, and distribution system 
feedback control technology platform that can foster the reliable and safe integration and 
operation of a significant penetration of distributed solar and other alternative energy systems 
in the distribution system. The autonomous (i.e. robotic plug & play) concept refers to the 
ability of this potential distribution technology platform to, in real time, create a real time model 
of itself and control itself in a safe manner without human intervention of any sort.  

• Major Goals Addressed: Increase the integration of renewable generation, deployment 
of smart grid technologies. 

• Major Issues Addressed: Maintain reliability under increasing uncertainty in load; 
safety. 

• Major Developmental Gap(s): technology, algorithm and modeling development, field 
testing. 

Research Activity: Real Time Distribution Infrastructure Networking” 

Another potentially promising approach is to explore the potential to use solid state switches, 
fault interruption devices, and load control devices to network radial distribution systems. This 
could be accomplished through the use of laterals that connect adjacent radial distribution 
circuits.  The potential advantages of networked systems are dramatic improvements in 
reliability, lower loses, flexibility in interfacing distributed renewable power systems, and 
potentially increased controllability. The potential benefits of this network approach must be 
evaluated to determine if increased cost is warranted. 

• Major Goals Addressed: Increase the integration of renewable generation, deployment 
of smart grid technologies. 

• Major Issues Addressed: Maintain distribution reliability under increasing uncertainty 
in load. 

• Major Developmental Gap(s): Design approach, technical feasibility and cost/benefit 
evaluation. 

5.5. WECC Load Modeling Including Distributed Solar Systems and 
Real-Time Control of Voltage Instabilities:   
Based on PIER, DOE and member funding support of Phase 1 efforts, WECC transmission and 
distribution system planners and operators are now using significantly improved end‐use load 
models for establishing the transfer limits of major transmission interties and managing 
distribution and transmission voltage instabilities caused by typical residential air conditioners. 
Potential options for mitigating these voltage instabilities that are being evaluated by utilities 
included improved air conditioner retrofit controls and transmission system controls (such as 
SVCs, STATCOMs, shunt capacitors).  

Current preliminary research is focused on understanding the impact of distributed solar 
systems on dynamic and voltage stability characteristics of distributed solar systems. 
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Discussions with stakeholders in the near term will focus on potential options for improving the 
voltage and dynamic stability performance of distributed solar systems and to explore how 
these distributed interconnection systems might be designed to address voltage and dynamic 
instability problems. 

The possibility of using synchrophasor measurements at substations to improve the accuracy of 
load models should also be explored.  

5.6. Smart Grid Restoration of Distributed Solar and other 
Renewables:  
Current industry standards of net‐metering and other small‐scale distributed renewable 
interconnection equipment require that these systems disconnect from the distribution system if 
frequency or voltage and other operating characteristics are not within normal operating 
ranges. With a high penetration of distributed renewable energy systems, utilities and grid 
operators are very interested in fostering the development and deployment of distributed 
interconnection equipment, which provides for automated restoration of service and reliable 
information about the operational status of these systems while addressing distribution 
protection requirements. 
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Preface 

The California Energy Commission’s Public Interest Energy Research (PIER) Program supports 
public  interest energy  research and development  that will help  improve  the quality of  life  in 
California  by  bringing  environmentally  safe,  affordable,  and  reliable  energy  services  and 
products to the marketplace. 

The PIER Program conducts public interest research, development, and demonstration (RD&D) 
projects to benefit California. 

The PIER Program  strives  to  conduct  the most promising public  interest  energy  research by 
partnering  with  RD&D  entities,  including  individuals,  businesses,  utilities,  and  public  or 
private research institutions. 

PIER funding efforts are focused on the following RD&D program areas: 

• Building End-Use Energy Efficiency 

• Energy Innovations Small Grants 

• Energy-Related Environmental Research 

• Energy Systems Integration 

• Environmentally Preferred Advanced Generation 

• Industrial/Agricultural/Water End-Use Energy Efficiency 

• Renewable Energy Technologies 

• Transportation. 

This is the final report for the Wide‐Area Energy Storage and Management System Phase II (contract 
number: 500‐07‐037, work authorization number: TRP‐08‐05)  conducted by Pacific Northwest 
National Laboratory.   The  information  from  this project contributes  to PIER’s Energy Systems 
Integration Program. 

For more information about the PIER Program, please visit the Energy Commission’s website at 
www.energy.ca.gov/research/ or contact the Energy Commission at 916-654-4878. 
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Abstract 

The  higher  penetration  of  intermittent  generation  resources  (including  wind  and  solar 
generation) in the Bonneville Power Administration (BPA) and California Independent System 
Operator (CAISO) balancing authorities (BAs) raises the issue of requiring expensive additional 
fast grid balancing services in response to additional intermittency and fast up and down power 
ramps in the electric power system.  

The  overall  goal  of  the Wide‐area  Energy  Storage  and Management  System  (WAEMS) 
project  is  to develop  the principles, algorithms, market  integration  rules, a  functional design, 
and  technical  specifications  for  an  energy  storage  system  to  cope  with  uncertainties  and 
unexpected  rapid  changes  in  renewable  generation  power  output.  The  resulting  WAEMS 
system will store excess energy, control dispatchable  load and distributed generation, and use 
inter‐area exchange of the excess energy between the CAISO and BPA BAs. A further goal is to 
provide a cost‐benefit analysis and develop a business model for an investment‐based practical 
deployment of such a system. 

Phase II of the WAEMS project consists of two tasks: the flywheel field tests and the battery 
evaluation. Two final reports, “Wide‐area Energy Storage and Management System Phase II – 
Flywheel Field Tests Final Report” and “Wide‐area Energy Storage and Management System – 
Battery Storage Evaluation”, were written  to summarize  the results of  the  two  tasks. The  two 
final reports have been attached in Appendix A and Appendix B. 
 

Keywords: energy storage, flywheel, NaS battery, regulation services, load following, real‐time 
dispatch, balancing services, economic analysis, performance evaluation, wind integration, 
renewables, intermittent energy resources, ancillary services. 
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Executive Summary 

This research was conducted by the Pacific Northwest National Laboratory (PNNL), which is operated for the 
U.S.  Department  of  Energy  (DOE)  by  Battelle  under  Contract  DE‐AC05‐76RL01830,  for  Bonneville  Power 
Administration  (BPA),  the  California  Energy  Commission,  and  the  California  Institute  for  Energy  and 
Environment (CIEE).  

The  higher  penetration  of  intermittent  generation  resources  (including  wind  and  solar 
generation) in the Bonneville Power Administration (BPA) and California Independent System 
Operator (CAISO) balancing authorities (BAs) raises the issue of requiring expensive additional 
fast grid balancing services in response to additional intermittency and fast up and down power 
ramps in the electric supply system.  

The  overall  goal  of  the Wide‐area  Energy  Storage  and  management  system  (WAEMS) 
project  is  to develop  the principles, algorithms, market  integration  rules, a  functional design, 
and  technical  specifications  for  an  energy  storage  system  to  cope  with  uncertainties  and 
unexpected  rapid  changes  in  renewable  generation  power  output.  The  resulting  WAEMS 
system will store excess energy, control dispatchable  load and distributed generation, and use 
inter‐area exchange of the excess energy between the CAISO and BPA BAs. A further goal is to 
provide a cost‐benefit analysis and develop a business model for an investment‐based practical 
deployment of such a system. 

There  are  two  tasks  in  Phase  II  of  the WAEMS  project:  the  flywheel  field  tests  and  the 
battery evaluation. 

The  goal  of  the  “Flywheel  Field  Tests”  task  is  to  minimize  the  balancing  effort  by 
developing  a  centralized  control  system  that  operates  energy  storage  devices  in  conjunction 
with  conventional  generators  to  provide  fast  balancing  services  that  can  be  shared  among 
balancing  authorities. The  idea  is  based  on  coordination  of  traditional  services  (provided  by 
conventional generation) and energy  storage.  In Phase  II of  the WAEMS project, a prototype 
WAEMS configuration consisting of a hydro electric plant and a  flywheel energy storage was 
field tested using actual area‐control‐error and regulation signals provided by BPA and CAISO. 
The  results  were  used  to  evaluate  the  performance  and  economics  of  the  flywheel‐hydro 
regulation service. 

The  performance  evaluation  shows  an  excellent  performance  of  the  WAEMS  control 
algorithm, which separates the faster regulation effort provided by the energy storage  from the 
slower one provided by a conventional regulating unit. The WAEMS combined service  is not 
strictly  constrained  by  energy  storage  limits  because  the  hydro  plant  supports  the  desired 
flywheel’s energy level. In addition, the WAEMS combined service has the same fast‐response 
characteristic  (within  6  seconds)  as  that  provided  by  the  flywheel  energy  storage  alone. 
Furthermore,  the WAEMS  control  algorithm  reduces wear  and  tear  on  the  hydro  unit  and 
allows the hydro unit to operate closer to its preferred operating point.    
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The breakeven price  for  flywheel  energy  storage  to provide bi‐directional  service  (1 MW 
regulation‐up and 1 MW regulation‐down) is $20.37/± MW. Because the average bi‐directional 
regulation price of the CAISO balancing authority is $11.95/± MW (Jan.‐July, 2010) and that of 
the  BPA  balancing  authority  is  $9.38/± MW  (2010),  regulation  service  provided  by  a  stand‐
alone  flywheel  energy  storage  will  not  be  economical  unless  the  regulation  price  will  be 
increased or the fast regulation service will be paid at a higher rate. 

Assuming that the minimum regulation price of regulation provided a hydro power plant is 
$4/ ± MW,  the  breakeven price  of  the  combined  flywheel‐hydro  regulation  service would  be 
$12.19/±MW;  therefore,  the  flywheel‐hydro regulation service breakeven price  is  found  to be 
slightly  higher  than  the  average  CAISO  ($11.95/±MW)  and  BPA  ($9.38/±MW)  regulation 
prices. Because regulation prices are increasing when more renewable generation resources are 
integrated  into  the power grids,  the  flywheel‐hydro  regulation  service  is expected  to become 
economical in the CAISO and BPA balancing authorities soon.  

The goal of the “Battery Storage Evaluation” task is to investigate technical characteristics 
and  economics of  the NaS battery  energy  storage used  for  regulation  and  real‐time dispatch 
(also  called  load  following)  services  in  the  electricity  market  operated  by  the  California 
Independent System Operator  (CAISO). The results and conclusions of  the battery evaluation 
study are summarized as follows: 

• If an NaS battery  is operated  for 20 years at  its  rated output 4 MW, operating  it at a 
lower  depth  of  discharge  (DOD)  results  in  less  cost with  the  existing  lifecycle‐DOD 
curve. If manufacturers can improve the NaS battery lifecycles at high DODs (>50%), the 
breakeven prices will drop significantly for high DOD cases.  

• Under  the pay‐by‐capacity scheme  for  regulation services,  the NaS battery has a  longer 
life and a lower cost when it runs at lower DOD. With current technology, the battery‐
rated power output is 4 MW. The results indicate that if the 4‐MW battery provides one‐
directional regulation service, the high‐end cost will be 26 $/MW, and the low‐end cost 
will be 16 $/MW; therefore, the NaS battery was not profitable in either the CAISO or the 
BPA market when providing 1‐directional regulation services. 

• If  the  NaS  battery  power‐to‐energy  ratio  can  be  increased,  the  breakeven  price  for 
regulation or  real‐time dispatch  services will drop  significantly because  the battery  is 
capable  of  handling  a  broader  range  of  signals.  For  example,  the  current  power‐to‐
energy ration for a 4 MW, 28 MWh NaS battery is 4:28 or 1:7.  If the rated power of the 
NaS battery can be increased from 4 MW to 8, 12, 16, or 20 MW, while its energy storage 
remains at 28 MWh,  the power‐to‐energy  ratio can be  increased  to 2:7, 3:7, 4:7, or 5:7, 
respectively. However,  after  the  rated power  is  raised  to 12 MW,  the breakeven price 
drop  is  not  significant,  but  the  life  of  the  NaS  battery  is  shortened  dramatically. 
Therefore,  based  on  the  existing  lifecycle‐DOD  curve,  it  may  be  beneficial  for  the 
manufacturer to increase the rated‐power output of the NaS battery up to 8 or 12 MW, 
which will result in a breakeven price drop of 1/2 to 1/3 compared with that of the 4 MW 
case. 
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From the results, we conclude that the opportunities for flywheels or other energy storage 
devices lie in the following areas: 

• To avoid performance problems associated with their finite energy storage capacity, 
provide regulation services for system operators which would agree to manage the 
flywheels’ energy level, or participate in alternative schemes helping to co‐optimize 
fast  acting  storage  devices  and  conventional  generators  to  provide  high‐quality 
combined regulation services. 

• Operate  energy  storage  devices  in  conjunction  with  conventional  generators  to 
improve  their  response  time,  reduce  their wear  and  tear,  and provide  compatible 
services  that  do  not  require  modifications  of  the  existing  automatic  generation 
control and market systems. 

• To  increase  the  capacity  payment,  explore  opportunities  for  sharing  regulation 
services among two or more balancing authorities.  

• Investigate  methods  and  tariff  changes  so  that  the  fast  responsive  and  flexible 
resources  can be  compensated  for  additional  services  such  as  frequency  response, 
fast ramping, voltage and reactive power support, or damping of transmission  line 
oscillations to prevent grid angular instability. 

Based on the Phase II results, it is recommended that the next phase of the WAEMS project 
focus on  research  leading  to  (1) practical deployment of  the WAEMS  that provides balancing 
services  (including  both  load‐following  and  regulation  services)  to  the  CAISO  and  BPA 
balancing authorities and (2) commercialization of the control algorithms developed in Phases 1 
and 2 of the WAEMS project.  

A near‐term goal should be commercialization of a shared storage system between CAISO 
and BPA. A longer term goal should be development of methodologies for operating both fast 
and  slow  resources  and  sharing  these  resources  over multiple  control  areas  to  facilitate  the 
renewable integration and operate the power grids reliably and economically. 

The next steps are to 

•  enhance the WAEMS controller so that it is more robust and can provide load following 
services; 

•  field test more energy storage technology options, such as Li‐ion battery energy storage; 
and 

•  assist BPA and CAISO to deploy a WAEMS system between BPA (offer a hydropower 
plant) and CAISO (offer an energy storage device). 

Another  potential  area  of  future  research  is  the  development  of  an  energy  storage 
evaluation toolbox that incorporates the models, algorithms, methodologies, and standardized 
testing signals developed or obtained in previous WAEMS tasks. This toolbox would help users 
find  optimal  configurations  and  assess  the  performance  and  economics  of  different  energy 
storage solutions, enabling them to answer the following questions:  
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•  Are the selected ESDs capable of providing the required services as expected? 

•  How much fast‐regulating ESD capacity is needed for a given regulation/load‐following 
signal? 

•  What is the cost of the service? 

This  research  will  provide  information  for  power  grid  operators  to make  decisions  on 
building an energy storage portfolio  that best meets  the wind‐integration requirements and  is 
most economical to implement. 
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1.0 Introduction 

This  research was conducted by Pacific Northwest National Laboratory  (PNNL), which  is 
operated  by  Battelle  for  the  U.S.  Department  of  Energy  (DOE)  under  Contract  DE‐AC05‐
76RL01830, for the Bonneville Power Administration (BPA), the California Institute for Energy 
and Environment  (CIEE), and  the California Energy Commission.   This section  introduces  the 
background,  objectives,  benefits,  and  tasks  of Phase  II  of  the Wide‐area Energy  Storage  and 
management system (WAMES) project. 

1.1 Background 

The WAEMS project has three phases. Phase I (completed in 2008) was funded by BPA and 
supported  by  the  California  Independent  System  Operator  (CAISO)  and  Beacon  Power 
Corporation with  in‐kind  inputs. Phase I was proof of the concept. The tasks  included energy 
storage  technology  evaluation,  initial WAEMS  configuration  design  and  control  algorithm 
development, and cost‐benefit analysis. Phase II (completed in 2010) was co‐funded by BPA and 
California Energy Commission and supported by CAISO and Beacon Power Corporation with 
in‐kind support. Phase II focused on Battery Storage Evaluation and Flywheel Field Tests.   

1.2 Technical Needs  

This  research addresses  the goals and  technology needs  identified by CAISO and BPA  in 
renewable energy integration and optimization of the hydro and wind resources operations. 

A major operational issue associated with high renewable energy penetration (20% or even 
33%)  is  that  ramp  rates and magnitudes of  the  regulation and  load‐following  requirements are 
expected to increase significantly. Phase I and other California Energy Commission studies [1]–
[6] have shown that fast‐ramping balancing services could potentially reduce the regulation and 
load‐following requirement by up to 30%. Therefore, it is important for BPA and CAISO to seek 
additional  fast  load‐following  and  regulation  resources  to  meet  challenges  of  the  high 
penetration of wind in BPA and CAISO balancing authorities. 

The  fast  regulation  and  load‐following  services  are  currently  provided mainly  by  hydro 
power  plants  or  gas  turbines.  To meet  the  increasing  ramp  and  capacity  requirements,  the 
regulating  hydro  plant  may  not  be  able  to  operate  close  to  its  preferred  operating  point, 
resulting  in  low efficiencies.  In addition,  faster  load‐following service puts higher mechanical 
stress on hydro turbines, increasing the wear and tear cost. Furthermore, due to  environmental 
and  efficiency  constraints,  the  range within which  a  hydro  unit  can  operate  varies with  the 
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season and water availability. Therefore, BPA and CAISO need to consider alternative load‐following 
and regulation resources that are economical and meet performance requirements. 

Energy  storage devices  (ESDs)  are  an  important part  of  key  initiatives  to  integrate more 
renewable  generation  resources  into  the  electric  power  grid.    Traditionally,  ESDs,  such  as 
battery banks, are being considered to be used as backup or used to level wind or solar outputs 
and  shave or  shift peak  loads.   Now, providing balancing  services,  including  load‐following 
and  regulation,  becomes  a  potential  revenue  stream  for  ESDs.    For  instance,  two  20‐MW 
flywheel facilities are being installed in New York Independent System Operator (NYISO) and 
Pennsylvania‐New  Jersey‐Maryland  Interconnection  (PJM) balancing authorities  for providing 
regulation services.  Flywheels, NaS and Li‐ion batteries, and ultra capacitors are energy storage 
systems having a very  fast response rate but relatively  limited energy storage capabilities.    In 
Phase  II, Beacon Power has  conducted  field  tests  to evaluate a hybrid  system  consisting of a 
hydro power unit and a flywheel unit to provide high‐quality regulation services.  NaS battery 
storage was evaluated for regulation and load‐following services. 

1.3 Goals and Tasks 

The goal of this research is to investigate the technical characteristics and economics of the 
flywheel used for combined regulation services in the electricity market operated by CAISO and 
in the BPA system.  The tasks addressed in Phase II are as follows: 

 
Task  2:  Design  and  Monitor  the  Flywheel  Field  Experiments  for  Existing  Renewable 

Penetration: 
• Design field experiments with the flywheel energy storage.  
• Implement changes/adjustments of the flywheel energy storage, if required.  
• Prepare  sets of  simulated  control  signals  to  control  the  flywheel device  for  regulation 

and frequency response using the actual data provided by BPA and CAISO.  
• Monitor the experiments for the existing penetration levels. 
• Depending on availability of resources and affordability of experiments, conduct studies 

with  transactive commercial building controllers at PNNL’s buildings  in Richland and 
the  Advanced  Process  Engineering  Laboratory  (APEL)  Building  Micro  Turbine  in 
Richland.1   

 
Task 3: Design and Monitor the Flywheel Field Experiments for Future Scenarios 
• In  cooperation  with  BPA  and  CAISO  engineers  (or  with  BPA  and  CAISO  wind 

generation  forecasting  service  providers),  prepare  sets  of  look‐ahead  data  for  higher 

                                                      
1 Note that we did not conduct experiments with transactive commercial building controllers at 

PNNL’s buildings because of funding limitations.  
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penetration  levels  of  wind  energy  penetration  in  these  systems  (future  scenarios).  
Design experiments to simulate these future scenarios on the flywheel utilized in Task 2. 

• Monitor the experiments for the future scenarios. 
 

Task  4: Calculate  and Analyze  Performance Characteristics  (performance metrics)  of  the 
Flywheel Experiments  (existing  renewable penetration  and  the  future  scenarios)  for  each 
Regulation Resource. 
• Analyze, compare, and systemize the experimental results.   
• Provide  a  summary  of  results  and  recommendations  to  BPA/California  Energy 

Commission/CIEE on continuation of the project. 
 
Task 5: Battery Storage Evaluation. 
•   Study the value of the ancillary services that can be provided by the NaS battery for the 

following  two wind  energy penetration  scenarios:  (1)  a hypothetical  scenario without 
wind  energy  resource  and  (2)  a  scenario with  20%  of CAISO’s  energy  supply  being 
provided by renewable resources, including the wind energy resource.  Scenario (1) was 
analyzed to compare the incremental effects of wind power production. 

•   Evaluate technical and economical characteristics of the NaS battery when  it  is used to 
provide regulation and real‐time dispatch services. 

• Consider different operational  conditions,  find  limitations, and  recommend additional 
opportunities for the NaS battery arising in the California energy market. 

•   Suggest  design  improvements  for  the  NaS  battery  physical  characteristics,  including 
energy capacity, power output, and lifetime, and help to increase the value and expand 
market opportunities in California.  



 

14 

 

 
2.0 Approach 

The approach of the flywheel field tests and battery storage evaluation are briefly described 
in  the  following  two sections.   Please refer  to  the  two final reports  (Appendix A: Flywheels 
Field Tests; Appendix B: Battery Storage Evaluation) for detailed information. 

2.1 Battery Storage Evaluation 

The  modeling  framework  of  the  battery  storage  evaluation  is  shown  in  Figure  1.  The 
regulation and real‐time dispatch2 signals were simulated using 2006 CAISO historical data sets. 
The  battery  model  was  developed  based  on  the  battery  depth  of  discharge  (DOD) 
characteristics. The methodology used  in Phase I of  this project was  improved by considering 
the physical characteristics of  the NaS battery storage so  that  the number of battery  lifecycles 
and  the  annual  energy  provided  are  realistic.  The  battery  performance  was  simulated  by 
feeding  the  simulated  minute‐to‐minute  regulation  and  real‐time  dispatch  signals  into  the 
battery  model.  To  evaluate  the  efficacy  of  the  NaS  battery  storage  in  mitigating  the 
intermittence brought by  the higher  levels of penetration of renewable energy, a scenario was 
studied  with  20%  of  the  CAISO  load  being  supplied  by  renewable  energy  resources,  and 
compared it against a scenario with zero wind generation.  

 

                                                      
2 “Real‐time dispatch” is also called “load following”. 
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Figure 1: The modeling framework 

To provide regulation or real‐time dispatch service, an NaS battery can run at either the bi‐
directional  or one‐directional mode.  In  the bi‐directional mode,  the battery  responds  to both 
“up” and “down” signals. In the one‐directional mode, the battery responds to the “up” signal 
when  it  is discharging  and  the  “down”  signal when  charging. The one‐directional operation 
scheme was selected and modeled in detail in this study because the one‐directional operation 
allows the NaS battery to have a longer service life and is easier to implement compared to bi‐
directional operation schemes. 

In  the  benefit  study,  the  economics  in  terms  of  breakeven1  costs  were  evaluated  and 
compared  for different device performance  characteristics  and operation mechanisms  to  find 
the  best  options.  The  net  present  value  (NPV)2  was  not  calculated  because  the  service’s 
breakeven costs were not low enough to provide a positive NPV given assumed CAISO market 
prices  for  regulation  and  real‐time  dispatch  services.  Two  sets  of  breakeven  prices  were 
considered:  the  high‐end  cost  and  the  low‐end  cost.    The  high‐end  cost  was  obtained  by 
applying  pessimistic  estimations  of  input  variables,  and  the  low‐end  cost was  obtained  by 
applying the optimistic ones. 

Two payment methods were studied  for  the regulation service: pay‐by‐capacity and pay‐by‐
energy.3  For the real‐time dispatch service, only the pay‐by‐energy method was considered. 

2.2 The Flywheel Field Tests 

The modeling framework of the flywheel field tests is shown in Figure 2. PNNL acquired 4‐
second ACE and regulation signals  from BPA and CAISO, which were used as  test signals  in 
scenarios representing the existing level of wind generation penetration. Simulated ACE signals 
representing  2013  wind  penetration  scenarios  were  used  for  20%  renewable  penetration 
scenarios. 

The  test  signal  was  normalized  to  fit  ±40  MW  range  and  then  fed  into  the  WAEMS 
controller, which allocated the signal to the flywheel energy storage (within ±20 MW) and the 
hydro  plant model  (within  ±20 MW),  so  that  the  flywheel  energy  storage  provided  the  fast 
regulating  component while  the hydro plant provided  the  slow one. The hydro power plant 
was  also used  to  help  the  flywheel  energy  storage  to maintain  a desired  level  of  the  stored 

                                                      
1 The break‐even Error! Reference source not found. point for a product is the point where total revenue 
received equals the total costs associated with the sale of the product. 
2 Net present value (NPV) or net present worth (NPW) Error! Reference source not found. is defined as 
the total present value (PV) of a time series of revenues ‐ costs. 
3 Pay‐by‐capacity means that a unit is paid by the capacity that it bids into the market regardless of the 
actual energy that it provides to the grid.  Pay‐by‐energy means that a unit is paid by the actual energy 
that it provides to the grid.  
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energy.  In  this  project, we  have  not  conducted  field  tests  on  a  real  hydro  plant.  The  hydro 
power outputs were  simulated outputs. The  ±20  flywheel  signal was  further  scaled down  to 
±100  kW  to  operate  the  25‐kWh,  100‐kW  flywheel  provided  for  the  test  by  Beacon  Power 
Corporation. All field tests were conducted at the Beacon Power facility located in Tyngsboro, 
MA. The field tests lasted for 8 weeks (March through April, 2010.)   

 
 

Figure 2: The experimental framework. 

The performance and economic evaluations were performed by PNNL. Fade time, mileage, 
and utilization rate were used as performance metrics. The fade time refers to the time during 
which  the  flywheel  can  no  longer  fully  respond  to  the  regulation  signal  due  to  the  energy 
limitations. (When a flywheel is fully charged or discharged, it cannot respond to the regulation 
signal.) The mileage is the sum of the power output changes, which reflects the total movements 
of  a  regulating  unit  within  a  period.  The  ramp‐up  mileage  is  the  sum  of  all  incremental 
movements  and  the  ramp‐down  mileage  is  the  sum  of  all  decremental  movements.  The 
utilization  rate  is  obtained  as  the mean  absolute  value  of  the  flywheel’s  output,  varying  in 
response to the regulation signal, divided by its rated power. 

Breakeven prices were used to evaluate the minimum market entry costs. The calculation of 
the breakeven prices has accounted for the installation cost, the operation and maintenance cost, 
the rate of return, and discount rates, as well as a few other economic parameters related with 
the  flywheel  energy  storage.  The  pay‐by‐capacity  payment  method  was  studied  for  the 
regulation service. Pay‐by‐capacity service means that a unit is paid by the capacity that it bids 
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into  the  market  regardless  of  the  actual  energy  that  it  provides  to  the  grid.  
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3.0 Summary of Findings 

The  section  briefly  summarizes  the  main  findings  in  Phase  II  of  the WAEMS  project. 
Detailed  results  and  discussions  can  be  found  in  the  two  final  project  reports  attached  in  
Appendix A and B. 

3.1 Flywheel Field Tests 

We  conclude  that a  combined  regulation  service provided by a hydro power plant and a 
flywheel energy storage creates the following important benefits:  

• providing  additional means  of mitigating  the variability  introduced  by  renewable 
resources,  

• reducing the wear and tear of the hydro units,  

• reducing  the regulation requirements  for BPA and CAISO balancing authorities by 
sharing the regulation services between them,  

• providing  combined  service  that  has  the  same  fast‐response  characteristic  as  that 
provided by the flywheel energy storage alone, and 

• maintaining desired energy levels at the energy storage devices.  

The main findings can be summarized as follows:  

• The flywheel followed the regulation signal with a 6‐second response delay.  

• The proposed WAEMS algorithm  successfully allocated  the  fast  component of  the 
regulation signal to the flywheel and the slow one to the hydro power plant. 

• The WAEMS  combined  service  had  the  same  fast‐response  characteristic  as  that 
provided by the flywheel storage alone.  

• The WAEMS combined service was not strictly constrained by energy storage limits 
because the hydro plant supported the desired flywheels’ energy level. 

• The WAEMS control algorithm provided higher utilization rates and minimized fade 
time. 

• The WAEMS control algorithm reduced wear and tear on the hydro unit and allows 
it to operate closer to its preferred operating point. (A reduction in response or lesser 
mileage means less wear and tear for the hydro unit.) 
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• The breakeven price for flywheel energy storage to provide bi‐directional service (1 
MW  regulation‐up  and  1  MW  regulation‐down)  is  $20.37/± MW.  Because  the 
average  bi‐directional  regulation  price  of  the  CAISO  balancing  authority  is 
$11.95/ ± MW  (Jan.‐July,  2010)  and  that  of  the  BPA  balancing  authority  is 
$9.38/± MW  (2010),  regulation  service provided by  a  stand‐alone  flywheel  energy 
storage will not be economical unless  the  regulation price will be  increased or  the 
fast regulation service will be paid at a higher rate. 

• Assuming that the minimum regulation price of regulation provided a hydro power 
plant  is $4/± MW,  the breakeven price of  the combined  flywheel‐hydro  regulation 
service  would  be  $12.19/±MW;  therefore,  the  flywheel‐hydro  regulation  service 
breakeven  price  is  found  to  be  slightly  higher  than  the  average  CAISO 
($11.95/±MW) and BPA ($9.38/±MW) regulation prices. Because regulation prices 
are  increasing when more  renewable  generation  resources  are  integrated  into  the 
power  grids,  the  flywheel‐hydro  regulation  service  is  expected  to  become 
economical in the CAISO and BPA balancing authorities soon.  

3.2 Battery Storage Evaluation 

The results and conclusions of the battery evaluation study are summarized as follows: 

• The  pay‐by‐energy  scheme  for  balancing  services  provided  by  a  4‐MW,  28‐MWh 
NaS battery is not economical.  

• Under  the  pay‐by‐capacity  scheme  for  regulation  services,  the  NaS  battery  has  a 
longer life and a lower cost when it runs at lower DOD. With current technology, the 
battery‐rated power output  is 4 MW. The results  indicate  that  if  the 4‐MW battery 
provides one‐directional regulation service, the high‐end cost will be 26 $/MW, and 
the  low‐end cost will be 16 $/MW;  therefore,  the NaS battery was not profitable  in 
either  the  CAISO  or  the  BPA  market  when  providing  1‐directional  regulation 
services. 

• If  the NaS battery power‐to‐energy  ratio  can be  increased,  the breakeven price  for 
regulation or real‐time dispatch services will drop significantly because the battery is 
capable of handling a broader range of signals. For example,  the current power‐to‐
energy ration for a 4 MW, 28 MWh NaS battery is 4:28 or 1:7.  If the rated power of 
the NaS battery can be increased from 4 MW to 8, 12, 16, or 20 MW, while its energy 
storage remains at 28 MWh,  the power‐to‐energy ratio can be  increased  to 2:7, 3:7, 
4:7,  or  5:7,  respectively. However,  after  the  rated  power  is  raised  to  12 MW,  the 
breakeven price drop  is not significant, but  the  life of  the NaS battery  is shortened 
dramatically.  Therefore,  based  on  the  current  lifecycle‐DOD  curve,  it  may  be 
beneficial for the manufacturer to increase the rated‐power output of the NaS battery 
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up to 8 or 12 MW, which will result in a breakeven price drop of 1/2 to 1/3 compared 
with that of the 4 MW case. 

• Under the pay‐by‐capacity scheme for regulation services, the battery has a longer life 
and a lower cost when it runs at lower DODs. With current technology, the battery’s 
rated power output is 4 MW. The results indicate that if the 28 MWh, 4 MW battery 
provides one‐directional regulation service,  the high‐end cost will be $26/MW, and 
the  low‐end cost will be $16/MW, which means that  it  is not economical  in current 
CAISO ($6/MW) and BPA ($4.7/MW) balancing authorities. 

• The  NaS  battery  provides  almost  the  same  amount  of  regulation  or  real‐time 
dispatch  services  for  the “with 20%  renewables” and “without wind”  cases. Thus, 
the breakeven prices were similar. More batteries contribute greater ancillary service 
capacity and  therefore, allow more  intermittent generation  resources  to  connect  to 
the power grid.  However, the amount of regulation and real‐time dispatch services 
that  an  individual  battery provides depends mainly  on  its power  rating.    For  the 
“with 20%  renewables” and “without wind” cases,  signals sent  to  the NaS battery 
are all within its rated power output of ±4 MW. For example, although 193 MW are 
needed  for  regulation without wind,  and  248 MW  are needed  for  regulation with 
20% renewable, for the 4‐MW NaS battery, it provides services within ±4 MW in both 
cases; therefore, the amounts of energy provided in both cases are similar. 

• If an NaS battery is operated for 20 years at its rated output 4 MW, operating it at a 
lower  depth  of  discharge  (DOD)  results  in  less  cost with  the  now  lifecycle‐DOD 
curve.  

• If manufacturers can improve the NaS battery lifecycles at high DODs, as shown by 
the  red  line  in Figure 3,  the breakeven price will drop  significantly  for high DOD 
cases. The results are compared in Figure 4. 

 

 

Figure 3: The battery lifetime with respect to the depth of discharge 
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Figure 4: A comparison of high‐end and low‐end breakeven prices of the improved battery 
lifecycle case (dashed lines) and the base case (solid lines) 
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4.0 Recommendations and Future Works 

4.1 Recommendations 

From  Phase  I  and  II  results, we  concluded  that  the  opportunities  for  flywheels  or  other 
energy storage devices lie in the following areas: 

• To avoid performance problems associated with their finite energy storage capacity, 
provide regulation services for system operators which would agree to manage the 
flywheels’ energy level, or participate in alternative schemes helping to co‐optimize 
fast  acting  storage  devices  and  conventional  generators  to  provide  high‐quality 
combined regulation services. 

• Operate  energy  storage  devices  in  conjunction  with  conventional  generators  to 
improve  their  response  time,  reduce  their wear  and  tear,  and provide  compatible 
services  that  do  not  require  modifications  of  the  existing  automatic  generation 
control and market systems. 

• To  increase  the  capacity  payment,  explore  opportunities  for  sharing  regulation 
services among two or more balancing authorities.  

• Investigate  methods  and  tariff  changes  so  that  the  fast  responsive  and  flexible 
resources  can be  compensated  for  additional  services  such  as  frequency  response, 
fast ramping, voltage and reactive power support, or damping of transmission  line 
oscillations to prevent grid angular instability. 

4.2 Future Works 

During Phase 2 of the Wide Area Storage and Management System (WAEMS) project  

• a  standalone  sodium  sulfur  battery  storage  for  regulation  and  load‐following 
services was demonstrated to be not economical; 

• the performance of a prototype WAEMS controller  that operates a  flywheel energy 
storage  system  in conjunction with a hydropower plant  for  regulation  service was 
demonstrated  to  be  satisfactory  by  field  tests  using  actual  Bonneville  Power 
Administration  (BPA)  and  California  Independent  System  Operator  (CAISO) 
regulation signals; and  

• the breakeven price of  the WAEMS regulation service was calculated  to be slightly 
higher than the current average price for regulation in the CAISO market.  

 

Based on these results, it is recommended that the next phase of the WAEMS project focus 
on research leading to (1) practical deployment of the WAEMS that provides balancing services 
(including  both  load‐following  and  regulation  services)  to  the  CAISO  and  BPA  balancing 



 

10 

 

authorities and (2) commercialization of the control algorithms developed in Phases 1 and 2 of 
the WAEMS project.  

A near‐term goal should be commercialization of a shared storage system between CAISO 
and BPA. A longer term goal should be development of methodologies for operating both fast 
and  slow  resources  and  sharing  these  resources  over multiple  control  areas  to  facilitate  the 
renewable integration and operate the power grids reliably and economically. 
 

The next steps are to 

•  enhance the WAEMS controller so that it is more robust and can provide load following 
services; 

•  field test more energy storage technology options, such as Li‐ion battery energy storage; 
and 

•  assist BPA and CAISO to deploy a WAEMS system between BPA (offer a hydropower 
plant) and CAISO (offer an energy storage device). 
 

Another  potential  area  of  future  research  is  the  development  of  an  energy  storage 
evaluation toolbox that incorporates the models, algorithms, methodologies, and standardized 
testing signals developed or obtained in previous WAEMS tasks. This toolbox would help users 
find  optimal  configurations  and  assess  the  performance  and  economics  of  different  energy 
storage solutions, enabling them to answer the following questions:  

•  Are the selected ESDs capable of providing the required services as expected? 

•  How much fast‐regulating ESD capacity is needed for a given regulation/load‐following 
signal? 

•  What is the cost of the service? 
 

This  research  will  provide  information  for  power  grid  operators  to make  decisions  on 
building an energy storage portfolio  that best meets  the wind‐integration requirements and  is 
most economical to implement. 
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PREFACE 
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California by bringing environmentally safe, affordable, and reliable energy services and 
products to the marketplace. 

The PIER Program conducts public interest research, development, and demonstration (RD&D) 
projects to benefit California. 

The PIER Program strives to conduct the most promising public interest energy research by 
partnering with RD&D entities, including individuals, businesses, utilities, and public or 
private research institutions. 

PIER funding efforts are focused on the following RD&D program areas: 

• Buildings End-Use Energy Efficiency 

• Energy Innovations Small Grants 

• Energy-Related Environmental Research 

• Energy Systems Integration 

• Environmentally Preferred Advanced Generation 
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• Renewable Energy Technologies 

• Transportation 

 

Oscillation Detection and Analysis is the final report for the Oscillation Detection and Analysis 
project (contract number 500-07-037, work authorization number TRP-08-07) conducted by the 
Pacific Northwest National Laboratory. The information from this project contributes to PIER’s 
Energy Systems Integration program area. 

 

For more information about the PIER Program, please visit the Energy Commission’s website at 
www.energy.ca.gov/research/ or contact the Energy Commission at 916-654-4878. 
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ABSTRACT 

Small signal stability problems are one of the major threats to the grid stability and reliability in 
California and the western United States. The problems result in power oscillations, lower the 
grid operation efficiency, and may even lead to grid breakup and large scale power outages.  
Accurate and timely information about the oscillation modes can help optimize stability margin 
settings, as well as give early warnings for unstable modes to operate a grid at its full capacity 
while staying within the stability boundary. Prony analysis has been successfully applied 
offline on oscillation data to estimate oscillation modes of a power system using phasor 
measurement unit (PMU) data. To monitor oscillation modes in real time, this report develops a 
recursive algorithm for implementing Prony analysis and proposes an oscillation detection 
method to automatically detect the onset of oscillations. As a result, Prony analysis can be 
properly and timely applied on the oscillation data. Thus, the mode estimation is performed 
reliably and timely. The performance of the proposed oscillation detection and analysis method 
is evaluated using Monte Carlo method based on a 17-machine system model, and is shown to 
be able to properly identify the oscillation data for real-time application of Prony analysis.  The 
proposed method is also validated with field measured PMU data of various system events on 
the Western Electricity Coordinating Council power grid. The project has also implemented and 
integrated the algorithm into a Graphic User Interface to monitor oscillation modes in real time. 

 

 

Keywords: least squares methods, power system identification, power system measurements, 
phasor measurement, power system monitoring, power system parameter estimation, power 
system stability, Prony identification, recursive estimation 
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EXECUTIVE SUMMARY 
Small signal stability problems can cause system oscillations, which are one of the major threats 
to grid stability and reliability in California and the western United States. An unstable 
oscillatory mode can cause large-amplitude oscillations and may result in system breakup and 
large-scale blackouts. There have been several incidents of system-wide oscillations worldwide. 
Of them, the most notable is the August 10, 1996 western system breakup produced by 
undamped system-wide oscillations. 

In real time operation, it is important to get accurate and timely information about system 
oscillations to enable operator actions and prevent failures if oscillations occur. Additionally, 
power system planning establishes the dynamic stability margin to avoid system breakups 
caused by oscillations, which puts limits on the power transfer capabilities. Accurate and timely 
information about the oscillations can help optimize these transfer margin settings so that a grid 
operates at its full capacity, while staying within the stability boundary.  

In power systems, a small-signal oscillation is the result of poor electromechanical damping. 
Considerable understanding and literature have been developed on the small-signal stability 
problem over the past 50+ years. These studies mainly utilized component-based models and 
eigenvalue analysis of their characteristic matrix. However, its practical feasibility is greatly 
limited because power system models are often inadequate in describing real-time operating 
conditions.  

Therefore, significant efforts have been devoted in the past 20 years to monitoring system 
oscillatory behaviors from real-time measurements. The deployment of phasor measurement 
units (PMU) provides high-precision time-synchronized data needed for estimating oscillation 
modes. Measurement-based modal analysis, also known as ModeMeter, uses real-time phasor 
measurements to estimate system oscillation modes and their damping. Low damping indicates 
potential system stability issues, which should lead to the issuance of oscillation alarms when 
the power system is lightly damped. A good oscillation alarm tool can provide time for 
operators to take remedial reaction and reduce the probability of a system breakup due to a 
light damping condition. To facilitate ModeMeter development and evaluation, the Western 
Electricity Coordinating Council (WECC) has conducted a number of system tests in the past 
decade. The tests include large signal tests through the insertion of the 1,400 MW Chief Joseph 
brake resistance, mid-level signal tests through ±125 MW modulation of Pacific DC Intertie 
(PDCI) real power set values, and noise probing tests through ±10-20 MW modulation of the 
PDCI power. Recently, the system tests have advanced towards a weekly basis for future 
continuous tests and real-time oscillation monitoring. Real-time oscillation monitoring requires 
ModeMeter algorithms to have the capability to work with various kinds of measurements: 
oscillation data (ringdown signals), noise probing data, and ambient data.  

Several measurement-based modal analysis algorithms have been developed. They include 
Prony analysis, Regularized Robust Recursive Least Square (R3LS) algorithm, the Yule-Walker 
algorithm, the Yule-Walker Spectrum algorithm, and the N4SID algorithm. Each is effective for 
certain situations, but not as effective for some other situations. For example, the traditional 
Prony analysis works well for oscillation data, but not for ambient data.  However, Yule-Walker 
is designed for ambient data only. Even in an algorithm that works for both oscillation data and 
ambient data, such as R3LS, latency results from the time window used in the algorithm is an 
issue in timely estimation of oscillation modes. For ambient data, the time window needs to be 
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longer to accumulate information for a reasonably accurate estimation.  For oscillation data, the 
time window can be significantly shorter, so the latency in estimation can be much less. In 
addition, adding a known input signal, such as noise probing signals, can increase the 
knowledge of system oscillatory properties and thus improve the quality of mode estimation. 
System situations change over time. Oscillations can occur at any time, and probing signals can 
be added for a certain time-period and then removed. All these observations point to the need 
to add intelligence to ModeMeter applications. That is, a ModeMeter tool needs to adaptively 
select different algorithms and adjust parameters for various situations.  

This project aims to develop systematic approaches for algorithm selection and parameter 
adjustment. The very first step is to detect occurrence of oscillations, so the algorithm and 
parameters can be adjusted accordingly. The proposed oscillation detection approach is based 
on the extended signal-to-noise ratio of measurements. Intuitively, ambient data would have a 
low signal-to-noise ratio, while oscillation data would have a high signal-to-noise ratio. Some 
additional metrics are also introduced to further reduce missing detection and false alarms. 
Upon detection of oscillation data, the ModeMeter algorithm can be changed to accommodate 
the higher density of information in the signal.  The ModeMeter may use Prony analysis, or the 
time window of an algorithm can be greatly shortened, so the latency is significantly reduced, 
and the responsiveness of mode estimation is improved.    

This report describes such an oscillation detection algorithm. Combined with a recursive Prony 
algorithm, a tool has been implemented for oscillation data detection and analysis. A 17-
machine model provides simulation data used to show the statistical performance of the 
algorithm. Field measured data from Wide Area Measurement System (WAMS) of the Western 
Electricity Coordinating Council (WECC) system is used to validate the proposed algorithm. 
The results demonstrate the effectiveness of the proposed algorithm. Based on the detection, 
Prony analysis can be applied to estimate oscillation mode timely and accurately. The method 
has been implemented and integrated into a graphic user interface to monitor oscillation modes 
in real-time. 
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CHAPTER 1: 
Introduction and Background 
Introduction 
Small signal stability problems are one of the major threats to grid stability and reliability in 
California and the western U.S. power grid. An unstable oscillatory mode can cause large-
amplitude oscillations and may result in system breakups and large-scale blackouts. There have 
been several incidents of system-wide oscillations worldwide [Pal and Chaudhuri, 2005]. Of 
them, the most notable is the August 10, 1996 western system breakup produced by undamped 
system wide oscillations [Kosterev et al., 1999]. In real-time operation, it is important to get 
accurate and timely information about system oscillations to enable operator actions and 
prevent failures if oscillations occur. Power system planning establishes the dynamic stability 
margin to avoid system breakups caused by oscillations, which puts limits on the power 
transfer capabilities. Accurate and timely information about the oscillations can help optimize 
these margin settings so that a grid can be operated at its full capacity, while staying within the 
stability boundary.  

To provide timely information about grid oscillations, extensive studies have been carried out 
to identify power system modes. Generally, there are two basic approaches for estimating 
power system modes:  model-based methods and measurement-based methods. With the 
model-based method, a set of nonlinear differential equations describe the system. The 
equations are linearized about an operating point. The power system modes are then obtained 
through eigenvalue analysis of the linearized model [Chow and Cheung, 1992]. On the other 
hand, for a measurement-based method, a linear model is estimated from direct system 
measurements [Hauer et al., 1990]. 

An important aspect to remember is that for a large, complex power system, building a system 
model is not trivial. For example, [Kosterev et al., 1999] reports that the model was not adequate 
for simulating the Western Electricity Coordinating Council (WECC) reaction right before the 
breakup of August 10, 1996.  The simulation data from the initial model did not match the field 
measurement data. Simulation and measurement results only reached similar values after 
extensive efforts were spent to calibrate the model. In contrast, a measurement-based approach 
usually requires significantly less efforts. Measurement-based methods can update the mode 
estimation based on real-time streaming of measurement data. Thus, measurement-based 
methods have certain advantages over model-based methods in monitoring power system 
modes in real time. 

There exist several measurement-based small signal stability analysis algorithms [Hauer et al., 
1990; Liu et al., 2007; Liu and Vekatasubramanian, 2008; Pierre et al., 1997; Kamwa et al., 1996; 
Messina and Vittal, 2006; Trudnowski et al., 2008; Sanchez-Gasca and Chow, 1999; Zhou et al., 
2006, 2007, 2008, 2009]. Performance studies of the existing small signal stability analysis 
algorithms have been carried out, but there are no comprehensive comparisons of all the 
algorithms. One reason for the lack of this comparison is algorithm performance is likely to be 
situation-dependent. One algorithm would perform better under some circumstances, while 
others may perform better in other circumstances. Ultimately, it is conjectured that the right 
combination of algorithms needs to be used to support real-time power grid operation [Liu et 
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al., 2007]. Applying a mode analysis algorithm on a data set that is not suitable for that 
particular algorithm may result in degraded performance, and even false or missing alarm 
conditions. 

To achieve desired performance and reduce false or missing alarms, measurement data should 
be classified into different categories to be sure that a proper selection of a mode identification 
algorithm. In general, field measurement data fits two classifications: typical and non-typical 
data. Typical data is the data that carries system mode information and is describable by the 
model structure used by an identification algorithm. In contrast, non-typical data does not carry 
information about system modes and cannot be described by a general linear model.  Figure 1 
shows a sample set of phasor measurement data with different types of data highlighted. 

Figure 1: Power System Data Examples 

 
Different data types of a typical power signal.  This figure represents phase angle 
data between two buses on the power system. 
Source: Pacific Northwest National Laboratory 

Commonly encountered non-typical data points include, but are not limited to, missing data 
and outliers. Missing data are often dropped data points, which may result from temporary 
communication and measurement device failures. Outliers are values that significantly deviate 
from normal values. Outliers may result from a serious disturbance and/or sensor failure. In 
general, data that cannot be described by the adopted model structure is considered non-typical 
data. For example, transient data right before ringdown signals is also considered non-typical, 
namely because it cannot be described by a linear prediction model. 

Typical data can include, but is not limited to, ambient data, ringdown oscillations, and probing 
data. A power system produces ambient data when it is working under an equilibrium 
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condition, and the major disturbance is from small-amplitude random load changes [Pierre et 
al., 1997]. Ringdown oscillation data occurs after large disturbances, such as a line tripping out 
of service, which result in observable oscillations [Hauer et al., 1990]. Probing data represents 
the situation when a low-level pseudo-random noise is intentionally injected into the system to 
test the system performance [Zhou et al., 2006].   

Note that these three types of data carry different levels of mode information density. As shown 
in [Zhou et al., 2008], the ringdown oscillation data carries the highest level of information 
density. The mode estimation converges fast to the true values. As such, it is valuable to 
identify oscillation data from other signals. An identified ringdown oscillation can help to select 
the right algorithm, reduce the mode estimation time, and provide an indication of the 
disturbance events.  

Figure 2 shows a flow chart for integrating the ringdown oscillation analysis into a mode 
analysis study. After obtaining phasor measurement unit (PMU) data, the first step is to classify 
the data into typical and non-typical data according to a prediction error model [Zhou et al., 
2007]. Then, check the typical data for the presence of a ringdown oscillation. Upon detection of 
a ringdown oscillation, the proposed recursive Prony analysis can be applied for mode 
identification. If the features of the data fit assumptions of another algorithm (e.g., ambient 
assumption), the corresponding algorithm will be applied. The mode information is displayed 
after an identified model passes model validation [Ljung, 1999]. 

Figure 2: Flowchart of Modal Analysis of Power System Data 

 
The flowchart outlines the logic used by the oscillation detector.  If non-typical data for the 
algorithm, the data is handled via a different analysis means. 
Source: Pacific Northwest National Laboratory 
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Background 
As mentioned earlier, grid oscillations are closely related to different modes of interest in the 
power system.  If the entire power system were modeled as a transfer function, the 
denominator, or the poles of the system, represent the modes.  These modes are often the result 
of generator controls from a wide geographical distribution interacting with each other.  If these 
interactions become unstable, the generator pairs associated with this interaction will swing 
against one another in a stronger and stronger fashion until the system collapses, or suitable 
mitigation control engages. 

Because the poles of a system represent the modes, it is also useful to think of them as the 
natural resonances in the system.  One example of system resonance is a piano tuning fork.  
When excited by an event (in this case, striking the tuning fork), the natural resonances of the 
system become apparent.  In the case of the tuning fork, a distinct, decaying pitch can be heard 
as the system returns to its steady state.  The power system is very similar in this respect.  If 
excited by an event such as a line tripping, the system will resonate at these modal frequencies.  
If the system is stable, these oscillations will slowly damp and the system will return to an 
equilibrium condition.  However, if the system is unstable, as it was in the WECC 1996 case 
presented in Figure 3, these oscillations will grow until corrected, or system damage will occur. 

Figure 3: Measured Data of 1996 WSCC Breakup 

 
Measured power on the California Oregon Intertie for August 10, 1996   
Source: Pacific Northwest National Laboratory 

Modes of oscillation typically have two parameters of interest.  These parameters are the 
frequency and damping ratio of the mode.  Keeping with the tuning fork example, the 
frequency of the mode is the particular pitch at which it resonates.  The damping ratio is a 
measure of how fast the tone will fade away if the tuning fork is no longer excited.  If a mode 
has a negative damping ratio, the amplitudes of the oscillation will keep growing. 

In terms of the power system, if an event occurs to induce such a resonance on the electrical 
grid, operators quickly need to know the new conditions of the system.  If the resultant 
transient will sustain itself, or if the system is closer to an unstable operating point, remedial 
actions must be taken.  For this reason, accurate and timely estimation of oscillation modes is 
desired.  With knowledge of a growing instability or a change in stability margins, operators 
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can adjust the power system to prevent complete failure of the system.  Utilizing the oscillation 
detection algorithm presented, modal estimates from ringdown events can be quickly identified 
and estimated, providing the necessary information to operators on a timeline faster than a 
longer, ambient data estimation method. 
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CHAPTER 2: 
Algorithm Description 
To reduce the rates of false and missing alarms, it is important to make sure that the right 
algorithm is applied to a right data set. For example, upon detection of a ringdown oscillation, a 
Prony analysis method can be applied [Hauer et al., 1990].  This chapter discusses a method for 
identifying ringdown signal from measurement data. 

Review of Prony Analysis 
As discussed in [Hauer et al., 1990], Prony analysis can be used to determine the system modes 
from a ringdown signal. If a linear state space model can describe the system, the homogeneous 
responses of the system to a disturbance are a sum of exponentially damped sinusoidal signals. 
The response, called a ringdown signal, can be described by 

( )∑
=

=
n

i
ii tcty

1
exp)( λ  (2‐1) 

where y(t) is the measurement data at time t. Here λi stands for the ith eigenvalue, which is a 
complex number. ci stands for the amplitude of ith mode, which is also a complex number.   The 
symbol n is the total number of eigenvalues. At sample time tk=k·Δt, a sample discrete ringdown 
signal y[k] can be described as 
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Here Δt is the sampling interval. To determine the λi, write y[k] in a matrix format as 
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Note that the most right matrix about zi’s in equation (2-3) is a Vandermonde matrix.  Thus, 
there exists a set of indexes aj’s, defined as 
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or in the matrix form as 
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It can be derived from equations (2-3) and (2-5) that 

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⋅

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−−−−

++
+

−

0

0
0
01

]1[]2[]1[

]2[]1[]2[
]1[][]1[
]0[]1[][

2

1

MM

L

MOMM

L

L

L

na

a
a

nNyNyNy

ynyny
ynyny
ynyny

 (2‐6) 

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−

+
+

−=

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⋅

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−−−−

+
−
−−

]1[

]2[
]1[

][

]1[]3[]2[

]2[][]1[
]1[]1[][
]0[]2[]1[

3

2

1

Ny

ny
ny

ny

a

a
a
a

nNyNyNy

ynyny
ynyny
ynyny

n

MM

L

MOMM

L

L

L

 (2‐7) 

Note that only the measurements of y[k]’s can be obtained. In the measurement data [ ]kŷ , there 
is measurement noise and process noise, in addition to the multiple exponential terms in 
equation (2-2).  Thus, the equation for measurement data with a noise term is 
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To increase estimation accuracy, the number of the samples in the data, N, is usually chosen to 
be greater than 2*n to form a set of over-determined equations in equation (2-8). A least-squares 
(LS) algorithm is applied to solve the equations. Also, to suppress noise, the model order in 
equation (2-8) is usually chosen to be higher than the number damped sinusoidal signals. 

The aj’s can be found by solving equation (2-8) in the least-squares sense. The estimates of zi, 
denoted as iẑ , can be estimated as the roots of the polynomial of 
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According to [Pierre et al., 1997], the estimated eigenvalues, or modes, of the system are 
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The frequency and damping ratio of the modes are 
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Once the eigenvalues λi and zi are identified, the time domain ringdown signal can be 
reconstructed using the following procedure. According to equation (2-3), the following can be 
used to estimate oscillation amplitude ic , denoted as iĉ : 
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Note that the equation (2-13) is an over-determined equation, when N > n.  An LS algorithm can 
now be applied to estimate iĉ .  The time domain ringdown signal can be reconstructed as 
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Note that the reconstructed ringdown signal [ ]ky~  usually does not perfectly match the 
measurement [ ]kŷ . The unmatched portion is noise in the estimate.  This noise level is 
quantified through the signal-to-noise ratio (SNR).  The SNR value provides a means to check 
the fit of the two signals. 

With the reconstructed ringdown signal, the posterior estimation noise is 
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The SNR value is, therefore, 
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A large SNR indicates a good fit for the underlying model and the ringdown assumption may 
hold. On the other hand, a small SNR indicates that the fit is not good and the ringdown 
assumption may not hold. 
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Block Prony Algorithm 
As discussed in [Zhou et al., 2007] and [Pierre and Zhou, 2007], a robust and recursive 
implementation can help improve the implementation efficiency and robustness against 
outliers. To facilitate recursive implementation, the Prony algorithm is first rewritten in a block-
processing format in this section. In the block Prony algorithm, the equations are formulated in 
a matrix or sub-matrix (block) format in a straightforward way. No special considerations were 
given to computational efficiency and memory usage.  To implement the proposed oscillation 
algorithm recursively and robustly, the following procedure is implemented.  

To simplify the notation, equation (2-8) is rewritten in a matrix format as 
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where k is the starting time when the Prony analysis can be applied. Adjusting equation (2-8) 
into equation (2-17) requires simplifying the notation such that 
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Note that here n is the order of the Prony model, and N-n is the number of equations.  Thus, the 
objective function of the least-squares solution is 
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where λ is the forgetting factor, which is a positive number slightly smaller or equal to 1. 

Writing the objective function in matrix format yields 
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is a diagonal matrix.  Thus, the least-square solution is 
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The least square solution can be found by setting the derivative of the objective function to 0, as 
follows: 
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Thus, the block solution becomes 
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where 
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Recursive Prony Analysis 
To improve the implementation efficiency, this section derives a recursive solution.  The 
recursive solution requires fixed storage and limited calculation time. 

According to equations (2-29) and (2-30),  
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Note that 
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According to equations (2-33) and (2-34), equation (2-28) can be written as 
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where 
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is the priori prediction noise. This priori prediction noise is the difference between the 
measurement at k+N-1 and the prediction based on the past ringdown model. Note that the past 
ringdown model is built based on the measurement taken before k+N-1 (not including k+N-1).  
The prediction noise serves as an indication of how well the current ringdown model describes 
the next available data. 

Note that a recursive algorithm is formed by equations (2-33), (2-34), and (2-35), because the 
current estimate can be calculated by updating the previous estimate using current 
measurements.  The storage requirements are all fixed. 

Improved Recursive Prony Analysis 
Note that equations (2-33), (2-34) and (2-35) require the calculation of inverse matrix, [ ]k1−Φ , 
which is a time-consuming computation. The calculation efficiency improves by using matrix 
inversion lemma from [Ljung, 1999] given as 

1111111 ][][ −−−−−−− +−=+ DACBDABAABCDA  (2‐36) 
to circumvent the matrix inverse calculation.  To facilitate notation, define: 

kiiiP ,,1,0for     ][][ 1 L=Φ= −
Δ

 (2‐37) 

Based on this choice, equation (2-35) becomes 
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According to equation (2-37),  

{ } 11 ]2[]2[]2[]2[]1[][][ −−− −+⋅−+−−+⋅−++−Φ=Φ= nknkNkNkkkkP TnNT ϕϕλϕϕλ  (2‐39) 

Now apply the matrix inversion lemma two times. 

1) Matrix inversion lemma #1 

{ } 11 ]2[]2[]2[]2[]1[][][ −−− −+⋅−++−+⋅−+−−Φ=Φ= NkNknknkkkkP TTnN ϕϕϕϕλλ  (2‐40) 
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where 

[ ]2−+= nkW ϕ (2‐42) 
Define 

( ) 1]2[]2[]1[][ −−
Δ

−+⋅−+−−Φ= nknkkkQ TnN ϕϕλλ  (2‐43) 

Then 
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2) Matrix inversion lemma #2 
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(2‐45) 

With the derivation complete, the improved recursive Prony for each time step, k, follow the 
following sequence:  

1. use equation (2-45) to calculate Q[k], 

2. use equation (2-44) to calculate P[k], 

3. and use equation (2-38) to calculate [ ]kθ̂ . 

Method for Detection of Ringdown Signals 
The applicability of the mode identification algorithms (including Prony analysis) rely heavily 
on the proper use of algorithms. Identification algorithms can provide dependable mode 
information only when applied properly and on the right signal types. Prony analysis is known 
to be applicable to ringdown data. Because of the rich modal information contained in 
ringdown data, the time window of the data needed for estimation is significantly shorter than 
that for ambient data. Thus, the latency in estimation can be reduced, and mode estimates can 
be updated more timely. Therefore, it is highly desirable to automate Prony analysis on 
identified ringdown data. Proper automatic Prony analysis relies on the detection of 
oscillations, and thus ringdown data. This section introduces three indices for this purpose: 
relative noise level, measurement energy, and prediction correction.  

The relative noise level is the percentage of noise with respect to total measurement energy. It is 
defined as 
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where [ ]jê  is the estimation noise from equation (2-15) and [ ]jŷ  is the measurement signal of 
equation (2-14). 

As defined in equation (2-15), the posteriori noise is the measurement component that is 
unexplained by the identified ringdown model. Thus, a lower relative noise level indicates a 
good fit between model and data, and the ringdown assumption may hold. On the other hand, 
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a higher relative noise level indicates that the fit is not so good, and the ringdown assumption is 
unlikely to hold. 

For the typical power system application, a sudden disturbance, such as a brake insertion, line 
trip, or generator trip, produces ringdown data.  Ringdown data normally carries more energy 
than ambient data.  During the period of a disturbance, the measurement energy, given by (2-
47), increases. Growing signal energy may indicate the imminence of a ringdown disturbance. 
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Another useful metric for detecting proper algorithm application is the prediction correction, 
defined as 

]1[̂]1[[k]   Correction  Prediction −+−−+= NkeNkε  (2‐48) 
The prediction correction is the difference between priori prediction noise, as in (2-15), and 
posteriori prediction noise, as in (2-35b). This describes the adjustment made after a new data 
point is included. A smaller prediction correction term indicates consistency between the 
current model and the updated model. A large prediction correction indicates significant 
changes in model after a new measurement data point is included. Except abrupt changes, 
which result in ringdown data, power system operating points slowly migrate from one to 
another. Thus, it is reasonable to assume that the modes do not change significantly during a 
ringdown procedure. Therefore, ringdown data should produce a smaller prediction correction 
term. 

For reliably detecting ringdown data, the following method is proposed:  

1) Arm the ringdown detector, when: 

• the relative noise level is lower than a preselected threshold (the threshold is selected 
to be mean minus three standard deviations for the ambient data in this report); 

• the measurement energy level exceeds a preselected threshold (the threshold is 
selected to be mean plus 10 standard deviations for the ambient data in this report); 

• and the prediction correction is lower than a preselected threshold (the threshold is 
selected to be mean plus 10 standard deviations for the ambient data in this report). 

2) If the ringdown detector is armed, set the start of ringdown data (i.e., the onset of 
oscillations) after the relative noise level reaches a local minimum point. 

3) If the start of ringdown data has been set, set end of the ringdown data when the relative 
noise level exceeds a preselected threshold (the threshold is selected to be mean minus 
three standard deviations for the ambient data in this report). 

Note that the recursive Prony algorithm executes continuously on all the measurement data. 
However, only when the ringdown data is detected utilizing the above criteria, are modes 
estimated from Prony analysis trusted and reported to support grid operation and other 
decision making.  The threshold values can serve as a good rule of thumb for implementing the 
algorithm. They may need slight adjustment for different configurations or operating conditions 
of the power system to reduce the rate of false alarms and missed alarms. 
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CHAPTER 3: 
Results of Simulation Case Studies 
Simulation studies are used to evaluate the performance of the proposed recursive Prony 
analysis algorithm and ringdown oscillation detection method.  A 17-machine model (shown in 
Figure 4) generates simulation data for testing the performance of the proposed method. Many 
studies used this model to evaluate performance of mode identification algorithms. A detailed 
description of the model is in [Trudnowski et al., 2006]. 

Figure 4: One-line Diagram of 17-Machine System 

 
One line diagram representing the 17-machine simulation system.  The 17-machine system is 
a very rough approximate of the western U.S. power grid. 
Source: [Trudnowski et al., 2006] 

To conduct long-term simulations (several minutes), the 17-machine model is linearized into a 
linear model of order 203 using the MATLAB Power System Toolbox (PST) [Chow and Cheung, 
1992]. Table 1 lists the dominant inter-area modes of this model. The mode at 0.422 Hz and 
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3.63% damping is selected for evaluating the performance of recursive Prony algorithm.  To 
generate the ambient data, low-pass filtered Gaussian white noise sequences simulate small real 
and reactive load changes at all the load buses.  A half-second insertion of a 1400 MegaWatt 
(MW) brake at bus 35 produces ringdown data for analysis. The sampling rate of simulation 
data is set to be 30 samples per second to simulate PMU measurement from the WECC Wide 
Area Measurement System (WAMS). The sampling rate of the data set is subsequently reduced 
to 5 samples per second to focus on low frequency mode studies [Zhou et al., 2007]. 

Table 1: Inter-area Modes of 17-machine System 

Freq (Hz) Damp (%) Mode Interaction 

0.318 10.74 North half vs. Southern half 

0.422 3.63 North half vs. Southern half + bus 45 

0.635 3.94 bus 18 vs. Rest of the system 

0.673 7.63 buses 20, 21 vs. bus 24 

Source: [Trudnowski et al., 2006] 

To examine the statistical performance, a Monte Carlo method is used. The Monte Carlo 
method uses repeated random sampling to generate a group of data sets for mode estimation 
[Wikipedia, 2009]. It is used in the report as follows: 

1) Generate M sets of random data to simulate the random load changes. In this report, M 
is set to be 100. Each set of data is of 120 seconds in length. 

2) Apply each set of random data to the 17-machine model to simulate random load 
changes. 

3) At the 50-second mark, apply the half-second brake insertion of 1400 MW at bus 35 to 
generate ringdown data. Apply the proposed ringdown detection method to detect the 
insertion of the brake (i.e., the start of the oscillation). 

4) Apply the proposed recursive Prony analysis to identify the power system modes.  

The case studies utilized the power flow on the line from bus 18 to bus 30. The objective is to see 
if the algorithm can accurately detect the brake insertion, and how quickly and accurately the 
recursive Prony analysis method can estimate the oscillation modes. A time plot of one output 
of the 100 Monte Carlo simulations is shown in Figure 5 (the DC component has been removed). 
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Figure 5: Single 17-Machine Simulation Output of Ambient and Ringdown Data 

 
Single simulation output of Monte Carlo simulations using 17-machine model.  Output 
represents both ambient and ringdown data types from the model. 
Source: Pacific Northwest National Laboratory 

The identification parameters for the recursive Prony algorithm are set up as n=20, N=80, and 
λ=1.  Other parameters are set as 0=θ  and [ ] 6100 =P  times an appropriately sized identity 
matrix. Note that with selected parameters, the Prony analysis window is set to 16 seconds. 
Thus, the Prony analysis results begin 16 seconds after the ringdown starts. In addition, due to 
the 16-second time window of Prony analysis, the ringdown data needs to accumulate for 16 
seconds before the proper application of Prony analysis. For this simulation study, it means that 
the Prony analysis should be applicable at about 50.5+16=66.5 seconds, as shown in Figure 5, 
where 50.5 seconds represents the time the 1400 MW brake is released from the system. 

To evaluate the performance of the proposed ringdown data detection method, the three indices 
(relative noise level, measurement energy, and prediction correction) are calculated for each of 
the 100 data sets, and results are summarized in Figure 6 through Figure 8.  Note that the 
ringdown detection method is trying to detect the proper interval to apply Prony analysis. As 
indicated previously, with a 16-second analysis window, this should be around 66.5 seconds. 
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Figure 6: Relative Noise Level for 100 Monte Carlo Simulations 

 
Relative noise level for 100 Monte Carlo simulations.  The red line represents the 
threshold of detection for which a signal would become an oscillation candidate. 
Source: Pacific Northwest National Laboratory 

Figure 7: Measurement Energy for 100 Monte Carlo Simulations 

 
Measurement energy for 100 Monte Carlo simulations.  The red line represents the 
threshold of detection for which a signal would become an oscillation candidate. 
Source: Pacific Northwest National Laboratory 
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Figure 8: Prediction Correction for 100 Monte Carlo Simulations 

 
Prediction correction value for 100 Monte Carlo simulations.  The red line again 
represents the threshold of detection for which a signal becomes an oscillation 
candidate. 
Source: Pacific Northwest National Laboratory 

In Figure 6, the relative noise levels behave consistently during the ringdown data for 100 sets 
of data. It has one peak and two valleys. The first valley is due to the over-fit on the initial large 
transient of the brake insertion. The second valley is where the ringdown signal detection 
should occur. In contrast, the relative noise levels vary significantly for ambient data. Due to the 
large variance of the relative noise level during the ambient data, detecting ringdown data only 
based on the relative noise level may result in false detection scenarios. 

Figure 7 shows that the measurement energy for ringdown data is significantly larger than the 
ambient data portions of the simulations. Thus, it is useful for detecting ringdown data. Note 
that detecting ringdown data only based on the measurement energy may also result in false 
detection.  This is due to large amplitude disturbances leading to large measurement energy. 

Figure 8 shows that the prediction correction has a peak when the relative noise level in Figure 
6 has the first valley. It shows that during this period, even though the relative noise level is 
low, mode estimation is not consistent. The adjustment after taking in a new data point is 
significant. Thus, it is not proper to apply Prony during this period. By combining Figure 8 with 
Figure 6, the first valley of the Figure 8 does not fit the ringdown data criteria. 

To assist comparison, Figure 9 shows the three indices normalized and combined into one 
figure. The three indices show distinguishable behaviors during the ringdown data.  The 
combination of all three indices results in a reliable method for the detection of ringdown data. 
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Figure 9: Normalized Indices for 100 Monte Carlo Simulations 

 
Normalized indices of detection for 100 Monte Carlo simulations.  All three 
metrics must be satisfied for an oscillation signal to be present, and for Prony 
analysis to be applied. 
Source: Pacific Northwest National Laboratory 

Applying the proposed method from Chapter 2 creates Figure 10, which summarizes the 
identified ringdown range from the 100 data sets.  On average, the ringdown detection 
algorithm indicates the Prony analysis should start at 66.0 seconds. That indicates the detection 
of ringdown data at about 50.0 seconds, on average. For 100 sets of simulation data, the 
standard deviation (std) of ringdown detection time is 0.7 seconds, as indicated by the thinner 
red dash lines.  This indicates the ringdown data is detected with reasonable accuracy. In 
addition, on average, the ringdown data appears to end at 80.4 seconds. The standard deviation 
of ringdown ending time is 3.2 seconds, as indicated by the thinner blue dash lines. 
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Figure 10: Ringdown Detection Results 

 
Ringdown detection results for 100 Monte Carlo simulations.  The red 
line represents the average Prony starting time, with thinner red dash 
lines representing plus or minus one standard deviation.  The blue line 
represents the end of the Prony interval, with thinner blue dash lines 
representing plus or minus one standard deviation. 
Source: Pacific Northwest National Laboratory 

Applying the proposed Prony analysis over the detected ringdown data using a 16-second 
window allows the detection of the mode at 0.42 Hz. Figure 11 shows the individual 0.42 Hz 
modes estimated during the 100 Monte Carlo simulations. Notice that the mode estimates 
cluster around the true mode. It shows that even with a short 16-second window of ringdown 
data, the Prony analysis can provide reasonable mode estimation. In contrast, Figure 12 shows 
the Prony analysis results from ambient data. Observe that applying Prony analysis on ambient 
data with a 16-second window results in large estimation errors. 

In summary, the simulation results show that the proposed method effectively detects 
ringdown data. Power system modes can be estimated within short time window and within 
relatively real-time constraints when the recursive Prony analysis is applied to the detected 
ringdown data. 
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Figure 11: Mode Estimates from Ringdown Data 

 
Modal estimates obtained from applying Prony analysis on the detected 
oscillation interval.  Blue dots represent the estimate for each of the 100 
Monte Carlo trials. 
Source: Pacific Northwest National Laboratory 

Figure 12: Modal Estimates from Ambient Data 

 
Modal estimates obtained by applying Prony analysis to ambient data 
interval.  Notice the high scatter of the results, indicating Prony 
analysis is not a good technique to apply to ambient data. 
Source: Pacific Northwest National Laboratory 
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CHAPTER 4: 
Results of Field Measurement Studies 
To further validate the performance, the proposed oscillation detection algorithm is applied to 
the field measured Phasor Measurement Unit (PMU) data. The data represent events taken 
from the WAMS of the WECC system. To protect the data, some data values are rescaled and 
the DC component is removed.  

When detected, oscillations are marked over the time domain plot. In the following figures, the 
red dashed lines mark the first data point that is valid for Prony study. The magenta dashed 
lines mark the time when the Prony analysis becomes valid. Prony analysis can be performed 
on the data between red and magenta dash line. The distance between the red and magenta line 
is the Prony analysis time window. The Prony window is a constant, which is user selectable. 
The Prony window must be large enough so that there are enough data values for Prony 
equation (2-8) to have solution of reasonable accuracy. The blue dashed line marks the end of 
the ringdown interval. Prony analysis should be performed recursively over the data between 
the red and blue dashed lines. 

WECC Break-up of August 10, 1996 
On August 10, 1996, the western North American power grid experienced a system breakup.  
Later analysis revealed one of the primary causes of the system breakup to be a poorly damped 
inter-area oscillation around 0.25 Hz [Kosterev et al., 1999]. Figure 13 shows real power flow on 
the transmission line from Malin to Round Mountain just before the breakup.  Figure 13 shows 
that a number of lines tripped producing intermediate oscillations.  The proposed oscillation 
detection algorithm was applied to this data set to determine when the Prony analysis can be 
applied to generate accurate mode estimation with a relatively short time window. 

As Figure 13 demonstrates, according to the algorithm, there are three oscillation instances for 
proper Prony analysis with a short time window.  The first and last events represent line trips of 
the Keeler-Allston and Ross-Lexington line, respectively.  Figure 14 and Figure 16 examine the 
detail of these two events.  The middle event represents an oscillation on the system caused by 
device interactions.  Figure 15 examines this oscillation. 

Figure 14 shows a closer plot of the Keeler-Allston line trip, and the resultant oscillation.  As 
Figure 14 indicates, Prony analysis may begin shortly after the 7.1-minute mark of the data. As 
shown in the data, the algorithm correctly identifies the beginning of the oscillation.  The blue 
dashed line marks the point when the Prony analysis should stop. This line indicates where the 
ambient noise begins overwhelming the oscillation signal. 

Figure 15 represents a visible oscillation in the original 1996 data caused by machine and control 
responses after the Keeler-Allston line trip.  Grid dispatch and event information indicates the 
previously tripped Keeler-Allston line unsuccessfully reclosed shortly before this event, so it 
may be a major influence in the presence of this event.  Examining the location of the red and 
blue lines, the oscillation detection algorithm appears to have successfully identified the start 
and end of the oscillation, which would not be visually identifiable from the raw data in Figure 
15.  During the identified oscillation interval, the information contained in the signal is enough 
to drive Prony analysis and obtain valid mode estimates. 
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Figure 13: Malin to Round Mountain Power for August 10, 1996 Event 

 
Recorded real power flow from Malin to Round Mountain with overlaid 
event detail.  Data is referenced from August 10, 1996 at 15:35:30 PDT. 
Source: Pacific Northwest National Laboratory 

Figure 14: Keeler-Allston Line Trip of August 10, 1996 

 
Detail of Keeler-Allston line trip of August 10, 1996 WECC outage. 
Source: Pacific Northwest National Laboratory 
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Figure 15: Second Oscillation of August 10, 1996 Event 

 
Detail of second oscillation detected during August 10, 1996 WECC outage. 
Source: Pacific Northwest National Laboratory 

Figure 16 shows the result of the undamped oscillations from the August 10, 1996 western 
interconnection breakup.  The oscillation is associated with the Ross-Lexington line trip.  Once 
again, the oscillation detection algorithm does a good job of detecting the time interval to apply 
Prony analysis.  The beginning of the oscillation interval clearly coincides well with the time of 
the line tripping.  During this oscillation interval, several units of the McNary Dam generation 
facility were tripped offline.  Shortly after the oscillation in Figure 16, the western 
interconnection began to be unstable and separate into islands.   

Figure 17 summarizes the mode analysis results for the 0.25 Hz mode using different 
algorithms.  The blue thick line in Figure 17 shows the mode estimation results from the 
proposed recursive Prony study. To verify the proposed methods, the results from [Hauer 
2007], using block Prony analysis and ambient data analysis, are also shown in Figure 17 as 
green dots. In addition, the red dashed line in Figure 17 represents the results from the 
application of an R3LS study of [Zhou 2007]. 
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Figure 16: Ross-Lexington Event of August 10, 1996 

 
Detail of oscillations detected for Ross-Lexington line trip of 
August 10, 1996 WECC Outage. 
Source: Pacific Northwest National Laboratory 

Figure 17: Comparison of mode analysis results  

 
Mode frequency and damping ratio estimates from three different 
resources. 
Source: Pacific Northwest National Laboratory 
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Observe that the mode estimates from the three methods are consistent, which indicates that the 
proposed method provides proper mode estimates. Also, observe that there are minor 
differences between estimation results from the different mode analysis algorithms. Note that 
study carried out by [Hauer 2007] is a supervised study, during which the authors’ experience 
chose the data and analysis methods. The R3LS of [Zhou 2009] can be executed automatically, 
but it needs to uses long time window (exponential window of equivalent 2-minute) because it 
does not distinguish between ringdown and ambient data types. In contrast, the proposed 
recursive Prony method automatically recognizes the ringdown responses and automatically 
applies a short time window for the ringdown responses. Thus, the proposed method can detect 
the undamped oscillation in a more timely fashion than the R3LS algorithm. 

R3LS is generalized for ambient data, where long time windows help reduce the estimation 
variance when the modes do not change. However, when mode changes occur quickly, such as 
in a line tripping event, the long time window lowers the tracking capability of the algorithm.  
This results in large bias errors due to the averaging effect. When a ringdown oscillation 
appears, information density is high and the variance of mode estimation is small.  Thus, a short 
time window, as in the proposed method, is more suitable for tracking mode changes. 

In addition, mode estimates from all three methods show the decreasing frequency and 
damping ratio, which are an indicator of small signal stability problems. This indicates that with 
the on-line Prony analysis capability, one would be able to issue early warning of the small 
signal stability problem before the system breakup on August 10, 1996. 

 

Brake Insertion of November 14, 2002 
Ringdown oscillations in the power grid are often associated with lines and generators 
switching or tripping offline.  Another source of oscillations on the power system is the 
deliberate excitation via a large shunt resistance.  Figure 18 and Figure 19 show the results of 
inserting a large 1400 MW resistance into the western power system.  This 1400 MW resistor, 
referred to as the Chief Joseph Dynamic Brake, is often switched in momentarily either to aid in 
improving the stability of the system during machine acceleration events, or to deliberately 
excite the power system for testing the dynamic response of the system. 

Figure 18 shows an overall view of an insertion of the Chief Joseph Dynamic Brake on 
November 14, 2002.  As the figure demonstrates, the detection algorithm detects the oscillation 
interval.  Unlike the August 10, 1996 case presented previously, the oscillation event is very 
prominent and easy to spot visually from the raw data.  Figure 19 shows a closer view of the 
brake insertion and the detected oscillation interval using the oscillation detection algorithm. 
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Figure 18: Brake Insertion of November 14, 2002 

 
Line flow measurement on WECC system for November 14, 2002.  
System event represents insertion of the Chief Joseph Dynamic Brake 
into the system. 
Source: Pacific Northwest National Laboratory 

Figure 19: Brake Insertion of November 14, 2002 Detail 

 
Detail of line flow measurement on WECC system for November 14, 
2002.  System event represents insertion of the Chief Joseph Dynamic 
Brake into the system. 
Source: Pacific Northwest National Laboratory 
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As Figure 19 demonstrates, the algorithm detects the start of the oscillation interval very well.  
An application of Prony analysis from this point would yield a good estimate of the ringdown 
modal content.  In addition, the detection algorithm indicates that Prony analysis can continue 
until approximately the 201-second mark. The final Prony analysis should encompass the 
interval between roughly 170 seconds to 201 seconds.  There are clearly still significant 
components to the resultant ringdown at this point in the data, so the oscillation algorithm is 
still successfully detecting a valid Prony analysis range. 

Alberta Separation of June 10, 2002 
As indicated earlier, one of the routine causes of an oscillatory event on the power system is a 
transmission line switching or tripping event.  Figure 20 shows the measurement data for such 
an event.  On June 10, 2002, the Alberta, Canada power grid separated from the rest of the 
WECC grid.  As shown in Figure 20, an oscillation occurred when the system moved towards a 
new equilibrium point. 

Figure 20: Alberta Separation of June 10, 2002 

 
Line flow measurement on WECC system for June 10, 2002.  System 
event represents a separation of Alberta, Canada from the rest of the 
WECC system. 
Source: Pacific Northwest National Laboratory 

Figure 20 shows the data of the June 10, 2002 Alberta separation event.  This event is not very 
prominent visually in the data interval presented.  Without prior knowledge of the event or the 
oscillation detection algorithm, it is easy to overlook this event.  Figure 21 shows a closer view 
of the event and the oscillation detection algorithm results.   
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Figure 21: Detail of June 20, 2002 Alberta Separation 

 
Detail of line flow measurement on WECC system for June 10, 2002.  
System event represents a separation of Alberta, Canada from the rest 
of the WECC system. 
Source: Pacific Northwest National Laboratory 

Upon closer inspection, there is clearly an oscillatory event associated with the Alberta 
separation.  As Figure 21 shows, the oscillation detection algorithm selects a reasonable interval 
for valid Prony analysis.  The beginning of the selected interval is a valid starting point for 
Prony analysis and the oscillation-ending interval is reasonable, given the data.  

Palo Verde Generation Trip of November 18, 2000 
Generator tripping events are also a prominent cause of oscillatory events on the power system.  
On November 18, 2000, a loss of generation occurred at the Palo Verde generation facility.  
Figure 22 shows the measurement data for this loss of generation. 

As with the previous figures, Figure 22 overlays the results of the oscillation detection 
algorithm.  With a large response to the loss of the generation, the oscillation detection 
algorithm had little trouble locating the proper interval to begin Prony analysis.  The oscillation 
detection algorithm indicated Prony analysis would remain valid until the interval ending 
around 95 seconds.  If the oscillation start time is offset by the 35-second Prony interval, 
significant components of the generation trip’s oscillation are still present in the analysis 
interval, indicating the validity of Prony over that interval. 
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Figure 22: Palo Verde Generation Trip of November 18, 2000 

 
Line flow measurement on WECC system for November 18, 2000.  
System event represents a trip of generation units at the Palo Verde 
facility. 
Source: Pacific Northwest National Laboratory 

PDCI Block on November 2, 2004 
Different forms of oscillations are also possible from normal transmission lines tripping, or 
other disturbances on the power system. Figure 23 shows the high voltage, long DC line 
switching event that occurred on November 2, 2004.  During this event, a planned adjustment 
on the Pacific DC Intertie resulted in a readjustment of the amount of power that the parallel 
AC lines were carrying. 

A closer examination of the oscillation appears in Figure 24.  As with some of the previous 
examples, the event is prominent when compared to the surrounding data.  However, without 
explicit knowledge of when the event occurred, and without the use of the oscillation detection 
algorithm, this event could easily be missed during normal grid operations. 

Figure 24 shows the algorithm clearly detects the ringdown associated with the PDCI event. It 
appears the oscillation analysis begins a cycle too late.  However, the significantly larger swings 
of the first cycle of the oscillation are not at the same frequency as the rest of the ringdown due 
to non-linear behaviors.  Therefore, the detection algorithm does not consider this a valid 
oscillation for the ringdown analysis.  An examination of the prediction correction factor would 
likely show a large deviation as the oscillation moves to a different frequency.  As with other 
detections, once the ringdown event begins to have amplitudes similar to ambient data, the 
algorithm indicates the Prony analysis interval is complete. 



40 

Figure 23: PDCI Block of November 2, 2004 

 
Line flow measurement on WECC system for November 2, 2002.  
System event represents a planned adjustment of the Pacific DC 
Intertie that resulted in effects elsewhere on the system. 
Source: Pacific Northwest National Laboratory 

Figure 24: Detail of PDCI Block of November 2, 2004 

 
Detail of line flow measurement on WECC system for November 2, 
2002.  System event represents a planned adjustment of the Pacific 
DC Intertie that resulted in effects elsewhere on the system. 
Source: Pacific Northwest National Laboratory 
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Alberta Separation of July 24, 2006 
An earlier example examined an event caused by the separation of Alberta, Canada from the 
rest of the WECC.  Figure 25 represents another Alberta separation on July 24, 2006.  Unlike the 
previous example, the separation is barely visible in Figure 25.  The large, initial oscillation in 
Figure 25 is predominantly a dynamic brake insertion following the faulting of another line in 
the WECC system.  This Alberta separation further differs from the earlier example in that a 
secondary event later in the data is present. 

Figure 25: Alberta Separation of July 24, 2006 

 
Line flow measurement on WECC system for July 24, 2006.  System 
events represent the separation of Alberta, Canada from the WECC 
system, followed by a secondary event. 
Source: Pacific Northwest National Laboratory 

Figure 25 shows the overall oscillation detection algorithm results for the Alberta separation 
event.  As the figure indicates, there are actually three oscillations detected over the data 
interval.  Figure 26 shows the first event in detail. The second and third events appear in Figure 
27. 
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Figure 26: Brake Insertion of July 24, 2006 Alberta Separation 

 
Detail of line flow measurement on WECC system for July 24, 2006.  
System event represents the separation of Alberta, Canada from the 
WECC system, with a corresponding insertion of the Chief Joseph 
Dynamic Brake. 
Source: Pacific Northwest National Laboratory 

The first event of the Alberta separation data set represents a line fault and the insertion of the 
Chief Joseph Dynamic Brake.  The actual Alberta separation occurs around the 810-second mark 
and is not prominent on the data.  Therefore, it was not flagged as a valid Prony interval by the 
oscillation detection algorithm. Recall that the purpose of the proposed oscillation detection 
algorithm is to identify proper ringdown oscillation data for the proper application of Prony 
analysis. Because of low SNR, the data from the non-prominent oscillation is not suitable for 
Prony analysis. 

Figure 26 shows the oscillation that resulted from a brief Chief Joseph brake insertion.  The 
oscillation detection algorithm successfully detects the start of a suitable Prony analysis interval.  
The analysis interval appears to extend well beyond the ringdown data.  However, closer 
examination of Figure 26 reveals a secondary oscillation event over the 850 and 880-second time 
interval.  Given the larger amplitude of the initial oscillation, the secondary oscillation could 
easily have been present, but not apparent in the signal at that time. 

Along with the primary, line-trip event association with the Alberta separation, a secondary 
series of events were also observed.  Figure 27 shows the oscillatory events caused by a 
generation trip, and later responses to that tripping event.  The algorithm successfully detects 
the oscillation at the 1505-second mark.  This oscillation resulted from the trip of a generator at 
the Colstrip generation facility.  Approximately a minute later, other smaller events occurred on 
the system.  While the cause of these oscillations is uncertain at this time, shunt capacitor bank 
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switches are likely candidates.  Despite not being as prominent as the initial generator trip 
event, Figure 27 shows these events were clearly oscillatory in nature and successfully detected 
by the algorithm. 

Figure 27: Colstrip Generation Trip of July 24, 2006 Alberta Separation 

 
Detail of line flow measurement on WECC system for July 24, 2006.  
System events represent the trip of a Colstrip generation unit and a 
secondary event following the separation of Alberta, Canada from the 
WECC system. 
Source: Pacific Northwest National Laboratory 

California Machine Control Event of January 4, 2010 
As indicated earlier in the examples, line trip events and system separations are not the sole 
cause of oscillatory behavior on the system.  Generator controls can also produce oscillatory 
responses on the system.  Figure 28 shows an oscillation caused by a California generator on 
January 4, 2010.  As Figure 28 and the detail plot in Figure 29 show, the event is very prominent, 
but does not begin with an abrupt shift like most of the other oscillation examples presented.    

As Figure 28 shows, the generation oscillation event is visually prominent on the measured 
data.  Unlike the line tripping and system separation events, there is no discrete cause of the 
oscillation.  Rather, the oscillation amplitude slowly increases in response to the event.  Despite 
the lack of a discrete oscillation start, the oscillation detection algorithm still locates suitable 
starting and ending times for ringdown analysis of the event.  Figure 29 provides a detailed plot 
of the oscillation detection times. 
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Figure 28: California Machine Event of January 4, 2010 

 
Line flow measurement on WECC system for January 4, 2010.  System 
event induced by a control event in a generation plant in California. 
Source: Pacific Northwest National Laboratory 

Figure 29: Detail of California Machine Event of January 4, 2010 

 
Detail of line flow measurement on WECC system for January 4, 2010.  
System event induced by a control event in a generation plant in 
California. 
Source: Pacific Northwest National Laboratory 
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The oscillation is very prevalent in the detail plot of Figure 29.  Despite the higher frequency of 
the oscillation produced by this event, the detection algorithm produces a valid Prony analysis 
interval.  Examination of the plot indicates the oscillation may have started a few seconds before 
the red oscillation start line the algorithm determined.  However, at this point in the data, the 
oscillation is still at approximately the same amplitude as the ambient power system noise.  This 
smaller amplitude and less consistent nature of the oscillation required a couple of seconds 
more data before the detection algorithm indicates a valid interval.  Despite this possibly 
delayed starting interval, the ringdown stop interval appears very well selected with the end of 
the ringdown associated with the event. 

Figure 28 and Figure 29 represent the application of the ringdown detection algorithm over a 
short data interval.  For a practical dispatch center application, the ringdown oscillation 
detector would be running over the full 24 hours of the day.  To evaluate this performance, the 
ringdown oscillation detection algorithm was run on the full January 4, 2010 data set.  
According to dispatch records, the California machine control event was the only disturbance 
recorded over the 24-hour period.  The ring-down detection algorithm only detects one event 
over the 24-hour interval as well.  Furthermore, some measurement errors were present in the 
data.  The ringdown oscillation detection algorithm successfully ignores these non-typical data 
points and does not register a false alarm.  Figure 30 shows the detail of the detection. 

Figure 30: Detail of 24-hour Oscillation Detection Run 

 
Detail of line flow measurement on WECC system for January 4, 2010.  System event 
induced by a control event in a generation plant in California.  Results obtained from 24-
hour recursive run of oscillation detection algorithm. 
Source: Pacific Northwest National Laboratory 
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As Figure 30 shows, the ringdown oscillation detection algorithm still detects the California 
machine control event, despite having been running for approximately 17 hours already.  As the 
figure shows, the detected analysis interval is slightly different than that of Figure 29.  This is 
primarily a result of the longer data set.  After running for 18 hours, the detection algorithm has 
a different estimate of the relative noise of the system.  As such, the increasing amplitude of the 
oscillation takes more time to resolve than the shorter data set case.  This also explains the 
shorter Prony interval compared to Figure 29, as shown by the blue dashed-line appearing 
earlier.  Despite these differences, the algorithm still detected a sufficient interval to apply the 
Prony analysis method. 
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CHAPTER 5: 
Implementation and User Interface Design 
With the basic algorithm developed, it needed to be implemented for testing on simulated and 
measured power system data.  The algorithm was fully implemented using the Mathworks 
MATLAB software.  As a result, MATLAB became the basis for implementing the algorithm for 
testing, as well the basic platform for a graphical user interface (GUI). 

The MATLAB environment produced the results presented in Chapters 3 and 4.  The 17-
machine model was used to generate simulation data, which resulted in settings for the three 
ringdown detection criteria described in Chapter 3. Chapter 4 utilized field measurement PMU 
data from the western United States power grid, extracted into MATLAB, to validate the 
proposed method.   

To provide a user-friendly interface, the oscillation detection and analysis method was 
integrated into an existing MATLAB GUI for ModeMeter at the Pacific Northwest National 
Laboratory.  The oscillation detection and analysis method supplements the functionality of the 
ModeMeter GUI.  The GUI intends to significantly improve the usability of the method and 
facilitate the adoption of the method in the grid operation environment.  Figure 31 shows a 
sample screen of the ModeMeter GUI. The GUI allows the oscillation detection and analysis 
method to directly access the field measurement data in PSMT format, which is a standard data 
format for PMU data supported by Dynamic System Identification toolbox [NASPI, 2010a; 
NASPI, 2010b].  

Figure 31: Sample Output of the MATLAB-based GUI 

 
MATLAB GUI running the August 10, 1996 blackout data.  Note that an 
oscillation is being detected, which represents the secondary oscillation 
presented in the earlier section. 
Source: Pacific Northwest National Laboratory 
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The MATLAB GUI is fully functional and is ready for pilot testing in control rooms. One 
advantage of the MATLAB GUI is that it is easy to maintain and update for prototype algorithm 
development. However, it requires a MATLAB license, instead of being a standalone tool. To 
further improve the portability and applicability of the GUI, this project explored implementing 
the algorithm with C++ language.  Figure 32 shows the proposed design of the C++-based GUI.  
Compared with Figure 31, it is apparent the C++ GUI is attempting to mirror the functionality 
of the MATLAB-based GUI. 

Figure 32: Concept for C++-based GUI 

 
Initial concept screen for C++-based oscillation detection GUI.  Circles represent 
areas of functionality described in this section. 
Source: Pacific Northwest National Laboratory 

The proposed graphical user interface of the C++ ModeMeter consists of four major functional 
areas, each circled in Figure 32.  The highlighted areas represent the following implementation 
guidelines: 

1. Data Entry – Data originates from two sources: a real-time data stream, or an offline .csv 
data file. As such, a clear method for selecting the desired input is necessary.  For the 
first one, phasor data concentrator (PDC) communication protocols retrieve data from a 
real-time stream. For the latter one, a .csv file is located on the computer through the 
“Load” button on the GUI.  This allows the data to be loaded from an offline source, and 
then simulate the real-time processes of the GUI.   

2. Sequence Control - “Play,” “Stop,” and “Close” buttons control the data update process 
of the oscillation detection GUI when using an offline data source. If utilizing offline, 
saved data sets, it may useful to run the algorithm in faster than real-time.  The “Speed” 
trackbar controls the update speed of the data source. For example, if “8” is specified, 
the data is imported at rate 8x that of the original display time.  
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3. Data Display - Data Display is composed of plotting displays and tabular array display.  
These plots provide the user feedback on the algorithm modal analysis and oscillation 
detection. There are four plotting panels on the ModeMeter GUI, which perform a 
variety of tasks and draw different dynamic curves or plots upon received new data. 
The Major Modes tabular table shows the parameters of modes of interest, dynamically 
based on the results of the oscillation detection algorithm.  

4. Time Display - Time Display shows both the program’s overall running time, and the 
elapsed plotting time based on a particular source of data. 

Part of the future work would be to continue the development of the C++-based GUI towards a 
tool for control room use. At the conclusion of this project, initial layouts and displays for the 
C++ GUI are set and working.  Furthermore, the following two tasks have been identified to get 
the C++-based GUI ready as a standalone tool.  First, a suitable package of matrix-capable 
solvers must be selected and integrated.  This requirement allows the implementation of the 
ringdown analysis algorithm.  The initial code exists, but requires a resolution of this missing 
capability and in turn requires further work to implement the solvers.  Secondly, the C++ GUI 
needs testing and refinement using field measurement PMU data.   Once the above two tasks 
are finished, prototype C++ GUI tool will be available for more extensive testing and eliminate 
the requirement of MATLAB license.   
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CHAPTER 6: 
Conclusions and Future Work 
Conclusions 
This project developed, implemented, and evaluated a recursive Prony algorithm for 
automatically detecting and analyzing power grid oscillations in near real time using PMU 
data. 

Modal analysis provides vital information about the power system stability.  On-line mode 
identification algorithms based on PMU measurements provide a way for monitoring power 
system modes in near real time. Oscillation alarms can be issued when the power system is 
lightly damped. A good oscillation alarm tool (a.k.a. ModeMeter) can provide time for 
operators to take remedial reaction and reduce the probability of a system breakup from such a 
light damping condition.  

The applicability of the mode identification algorithms relies heavily on the proper use of 
algorithms. Identification algorithms can provide dependable mode information only when 
applied properly on the right signal types. Improper application of algorithms, such as applying 
Prony’s method to ambient data, may result in false alarms and/or missing alarms.  

One of most important categories of data is the oscillation ringdown data, which results from 
major disturbances. It is important to detect the oscillation ringdown for proper application of 
Prony’s method.  The proper application allows the identification of modes within a short time 
window. 

In this report, a method for detecting ringdown data is proposed and evaluated. Through 
Monte Carlo simulation, it was shown that Prony analysis can be applied automatically and 
properly on the detected ringdown data to estimate the power system modes.  The evaluation 
based on the field measurement shows that the proposed method is applicable to the 
measurement data and produces the expected results. By effectively identifying ringdown data, 
the modes can be identified accurately within a short time window. Thus, the detection reduces 
the rate of false and missing alarms. 

A MATLAB-based GUI provides a user-friendly interface for using the algorithm, and for 
further validity testing.  With the ability to utilize offline data or incoming PMU streams, the 
MATLAB GUI provides interested parties with the flexibility to investigate and evaluate the 
ringdown algorithm’s performance.  Initial efforts were put forth to migrate the GUI to a more 
generic C++ platform to eliminate the needs for MATLAB licenses.  The initial interface C++ has 
been established and tested.  In addition, some additional coding efforts are identified to resolve 
some matrix computation issues necessary to build a fully functional, and more portable, C++ 
GUI.   
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Impact and Future Work 
By providing accurate and timely information about the oscillation modes of power grid, the 
study results from this project can help lower the probability of large-scale blackouts, and 
increase the power grid efficiency.  Unstable oscillations can cause power grid breakups and 
even large-scale power outages, such as the power outage that occurred on August 10, 1996 in 
the western interconnection. During the outage in 1996, about 7.5 million customers (24 million 
people) lost their power supply for the range from several minutes to 6 hours [Wikipedia 
contributors, 2010]. According to Table 6-1 of the proposal for the Western Interconnection 
Synchrophasor Program (WISP) [WECC, 2009], the value of large-scale outage avoidance for the 
WECC system is over one billion dollars over the next 40 years. According to [Western 
Congestion et al., 2006], most major tie lines in WECC system are often constrained by stability 
limits, which are more limiting than the thermal limits. The early warnings for unstable modes 
allow the grid to operate at its full capacity, while staying within the stability boundary. The 
method developed in this project is expected to have significant impact on power grid 
operation, as it will improve reliability and avoid significant economic losses. This oscillation 
study is a major breakthrough in the sense that it significantly lowers false and missing alarms, 
as well as shortens detection time by applying oscillation detection and analysis algorithms 
properly.  

However, the study is also limited in the sense of real world applications, and requires 
additional efforts to realize the full benefit. First, the method is only tested with a small, 
simplified model and limited number of field measurement cases. Even though the initial 
testing shows promising results, it needs further studies to guarantee sufficient robustness and 
reliability under typical operating conditions.  Such a requirement is necessary for a useful 
control room tool. Thus, future work includes extensive testing studies with large amount of 
field measurement data.  Revisions and improvements shall occur on the algorithm as a result 
of this testing. 

Second, the project only focuses on the detection and analysis of oscillations. With the 
oscillation information available, a natural next step is to produce actionable information to 
increase damping, effectively suppressing the oscillations. Once the two proposed studies are 
complete, the benefit of oscillation study can be fully realized through improved reliability and 
efficiency of power grid operation. 

 



52 

References 
Chow, J.H., and K. W. Cheung, “A toolbox for power system dynamics and control engineering 

education and research,” IEEE Transactions on Power Systems, vol.7, no.4, pp.1559-1564, 
November 1992. 

Hauer, J.F., C. J. Demeure, and L. L. Scharf, “Initial Results in Prony Analysis of Power System 
Response Signals,” IEEE Transactions on Power Systems, vol. 5, no. 1, pp. 80-89, February 
1990. 

Hauer, J. F., W. A. Mittelstadt, K. E. Martin, J. W. Burns, and H. Lee in association with the 
Disturbance Monitoring Work Group of the Western Electricity Coordinating Council, 
“Integrated Dynamic Information for the Western Power System: WAMS Analysis in 
2005,”  Chapter 14 in the Power System Stability and Control volume of The Electric Power 
Engineering Handbook, edition 2, L. L. Grigsby ed., CRC Press, Boca Raton, FL, 2007. 

Kamwa, I., G. Trudel, and L. Gerin-Lajoie, "Low-order Black-box Models for Control System 
Design in Large Power Systems," IEEE Transactions on Power Systems, vol. 11, no. 1, pp. 
303-311. February 1996. 

Kosterev, D. N., C. W. Taylor, and W. A. Mittelstadt, “Model Validation for the August 10, 1996 
WSCC System Outage,” IEEE Transactions on Power Systems, vol. 14, no. 3, pp. 967-979, 
August 1999. 

Liu G., and V. Venkatasubramanian, "Oscillation monitoring from ambient PMU measurements 
by Frequency Domain Decomposition," Proceedings of the IEEE International Symposium on 
Circuits and Systems, Seattle, WA, May 2008, pp. 2821-2824. 

Ljung, L., System Identification: Theory for the User, 2nd edition, Prentice Hall, Upper Saddle 
River, New Jersey, 1999. 

Messina, A. and V. Vittal, “Nonlinear, non-stationary analysis of interarea oscillations via 
Hilbert spectral analysis,” IEEE Transactions on Power Systems, vol. 21, no 3, pp. 1234-
1241, August 2006. 

NASPI contributors (August 2010), Dynamic System Identification Toolbox Details. Accessed 
August 20, 2010.  [Online]. Available: 
http://www.naspi.org/toolRepository/tool_details.aspx?tid=54. 

NASPI contributors (August 2010), Dynamic System Identification Toolbox download.  
Accessed August 20, 2010.  [Online].  Available: 
http://www.naspi.org/resources/pitt/DSITools_20070802SentOutStripDownCompiled
.zip. 

Pal, B. and B. Chaudhuri, Robust Control in Power Systems, Springer US, 2005. 

Pierre, J.W., D.J. Trudnowski, and M. K. Donnelly , “Initial results in electromechanical mode 
identification from ambient data,” IEEE Transactions on Power Systems, vol.12, no.3, pp. 
1245-1251, August 1997. 



53 

Pierre, J. and N. Zhou, "R3LS with Finite Duration Exponential Window," worknotes,  Dec. 
2007. 

Sanchez-Gasca, J. J., and J. H. Chow, “Performance Comparison of Three Identification Methods 
for the Analysis of Electromechanical Oscillations”, IEEE Transactions on Power Systems, 
vol. 14, no. 3, pp. 995-1001. August 1999. 

Trudnowski, D., M. Donnelly, and E. Lightner, “Power-System Frequency and Stability Control 
using Decentralized Intelligent Loads,” Proceedings of the 2005/2006 IEEE PES T&D 
Conference and Exposition, Dallas, TX, pp. 1453-1459, May 2006. 

Trudnowski, D., J. Pierre, N. Zhou, J. Hauer, and M. Parashar, “Performance of Three Mode-
Meter Block-Processing Algorithms for Automated Dynamic Stability Assessment,” 
IEEE Transactions on Power Systems,  vol. 23, no. 2, pp. 680-690, May 2008. 

Western Congestion Analysis Task Force, "Western Interconnection 2006 Congestion 
Assessment Study," May 2006. 

Western Electricity Coordinating Council, “The Western Interconnection Synchrophasor 
Project,” August 6, 2009 

Wikipedia contributors. (November 2009) Monte Carlo method.  Accessed November 23, 2009. 
[Online]. Available: http://en.wikipedia.org/wiki/Monte_Carlo_method. 

Wikipedia contributors. (August 2010) 1996 Western North-America summer blackouts.  
Accessed August 20, 2010. [Online]. Available: 
http://en.wikipedia.org/wiki/1996_Western_North-America_summer_blackouts 

Zhou, N., J. Pierre, and J. Hauer, “Initial Results in Power System Identification from Injected 
Probing Signals Using a Subspace Method,” IEEE Transaction on Power Systems, vol. 21, 
no. 3, pp. 1296-1302, August 2006. 

Zhou, N., J. Pierre, D. Trudnowski, and R. Guttromson, “Robust RLS Methods for On-line 
Estimation of Power System Electromechanical Modes,” IEEE Transactions on Power 
Systems, vol. 22, no. 3, Aug. 2007, pp. 1240-1249, August 2007. 

Zhou, N., D. Trudnowski, J. Pierre, and W. Mittelstadt, “Electromechanical Mode On-Line 
Estimation using Regularized Robust RLS Methods”, IEEE Transactions on Power Systems, 
vol. 24, no. 4, pp. 1670-1680, November 2008.  

Zhou, N., D. Trudnowski, and J. Pierre, “Mode Initialization for On-Line Estimation of Power 
System Electromechanical Modes,” Proceedings of the 2009 Power Systems Conference and 
Exposition (PSCE), Seattle, WA, March 15-19, 2009. 



G‐1 

APPENDIX G: 
Modal Analysis for Grid Operations (MANGO) on the 
Western Interconnection Final Report  



 

 

 

 

 

 

 

 

 

 

 

Publ ic   Interest  Energy  Research   (P IER)  Program  

FINAL  PROJECT  REPORT  

MODAL ANALYSIS FOR GRID 
OPERATION (MANGO): FEASIBILITY, 
SOLUTION METHODS, AND 
APPLICATION TO THE WECC 
SYSTEM 

 
 

DECEMBER 2010

PNNL ‐20094  

Prepared for:  California Energy Commission 

Prepared by:  Pacific Northwest National Laboratory 



  

 

 

 

 

Prepared by: 
 
Pacific Northwest National Laboratory 
(*Montana Tech of the University of Montana) 
(**Retired from the Bonneville Power Administration) 
 
 Zhenyu Huang 
 Ning Zhou 
 Francis Tuffner 
 Yousu Chen 
 John Hauer 
 Daniel Trudnowski* 
 Jason Fuller 
 Ruisheng Diao 
 Shuangshuang Jin 
 William Mittelstadt** 
 Jeffery Dagle 
 
P O Box 999, MSIN K1-85 
Richland, WA  99352 
(509) 372-6781 
 
Contract Number:  500-07-037 
 
Prepared for: 
 
California Energy Commission 
 
Jamie Patterson 
Contract Manager 
 
Pedro Gomez 
Program Area Lead 
 
Mike Gravely 
Office Manager 
Energy Systems Research 
 
Laurie ten Hope. 
Deputy Director 
Energy Research & Development Division 
 
Melissa Jones 
Executive Director 

DISCLAIMER 

 

This report was prepared as the result of work sponsored by the California Energy Commission. It 
does not necessarily represent the views of the Energy Commission, its employees or the State of 
California. The Energy Commission, the State of California, its employees, contractors and 
subcontractors make no warrant, express or implied, and assume no legal liability for the information 
in this report; nor does any party represent that the uses of this information will not infringe upon 
privately owned rights. This report has not been approved or disapproved by the California Energy 
Commission nor has the California Energy Commission passed upon the accuracy or adequacy of 
the information in this report. 



i 

ACKNOWLEDGEMENTS 

The project entitled “Application of Modal Analysis for Grid Operation (MANGO) on the 
Western Interconnection” is funded by the California Energy Commission’s Public Interest 
Energy Research (PIER) Program, through the California Institute of Energy and Environment. 
The preparation of this report was conducted with support from the California Energy 
Commission’s PIER Program and support from the Transmission Reliability Program of the 
Department of Energy’s Office of Electricity Delivery and Energy Reliability. 

Technical discussions with the Technical Advisory Committee have been instrumental to the 
success of the research and the preparation of this report. The authors are very grateful of their 
dedicated support and insightful comments. The Technical Advisory Committee for the project 
“Application of Modal Analysis for Grid Operation (MANGO) on the Western Interconnection” 
consists of the following academic and industry experts: 

• Hani Alarian, California Independent System Operator 

• Jeff Dagle, Pacific Northwest National Laboratory 

• Soumen Ghosh, formerly with California Independent System Operator 

• Dmitry Kosterev, Bonneville Power Administration 

• William Mittelstadt, Bonneville Power Administration (retired) 

• Phil Overholt, Department of Energy 

• Manu Parashar, formerly with the Electric Power Group 

• John Pierre, University of Wyoming 

• Dan Trudnowski, Montana Tech of the University of Montana 

• Matthew Varghese, California Independent System Operator 

The authors would like to thank Mr. Merwin Brown, Mr. Jim Cole and Mr. Larry Miller with the 
California Institute for Energy and Environment, Dr. John Hauer with the Pacific Northwest 
National Laboratory, Jamie Patterson with the California Energy Commission, and Enamul 
Haq, Kristen Lacey, Chetty Mamandur, Jim McIntosh, Jun Wu with California Independent 
System Operator for their help and assistance with this project. 

Project support provided by Sue Arey, Kim Chamberlin, and Meredith Willingham, all with the 
Pacific Northwest National Laboratory, is gratefully acknowledged. 

 



ii 

PREFACE 

The California Energy Commission Public Interest Energy Research (PIER) Program supports 
public interest energy research and development that will help improve the quality of life in 
California by bringing environmentally safe, affordable, and reliable energy services and 
products to the marketplace. 

The PIER Program conducts public interest research, development, and demonstration (RD&D) 
projects to benefit California. 

The PIER Program strives to conduct the most promising public interest energy research by 
partnering with RD&D entities, including individuals, businesses, utilities, and public or 
private research institutions. 

PIER funding efforts are focused on the following RD&D program areas: 

• Buildings End-Use Energy Efficiency 

• Energy Innovations Small Grants 

• Energy-Related Environmental Research 

• Energy Systems Integration 

• Environmentally Preferred Advanced Generation 

• Industrial/Agricultural/Water End-Use Energy Efficiency 

• Renewable Energy Technologies 

• Transportation 

 

Modal Analysis for Grid Operation (MANGO): Feasibility, Solution Methods, and Application to the 
WECC System is the final report for the project entitled “Application of Modal Analysis for Grid 
Operations (MANGO) on the Western Interconnection” (contract number 500‐07‐037, work 
authorization number TRP-08-08) conducted by the Pacific Northwest National Laboratory. The 
information from this project contributes to PIER’s Energy Systems Integration Program. 
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ABSTRACT 

System oscillation problems are one of the major threats to the grid stability and reliability in 
California and the Western Interconnection. These problems result in power fluctuations, lower 
grid operation efficiency, and may even lead to large-scale grid breakup and outages. 
Significant economic consequences have been observed in past oscillation events. Recent 
development of smart grid technologies poses even a larger problem in system oscillations. For 
example, renewable energy sources reduce system inertia and add more uncertainty; energy 
efficient loads introduce new dynamics, as well as uncertainty. These all change system 
oscillation behaviors and make it even more difficult to manage. The need becomes apparent in 
enabling timely control actions for power system operation, so as to improve small signal 
stability and facilitate smart grid deployment. The solution has both economic and 
environmental implications.  

Different from traditional modulation control, which works well for local oscillation problems 
but does not effectively address inter-area oscillations, this report aims to solve this problem by 
developing an operation procedure termed Modal Analysis for Grid Operation (MANGO). The 
MANGO procedure includes three steps: recognizing small signal stability problems, 
implementing operating point adjustment using modal sensitivity, and evaluating the 
effectiveness of the adjustment. Central to this procedure is a method for estimating modal 
sensitivity using real-time phasor measurements or other time-synchronized measurements. A 
new concept of relative modal sensitivity is proposed, and its estimation is formulated as a least 
square problem using real-time measurements. Extensive evaluation studies have been 
performed with test systems of various sizes, ranging from a few buses to the full-size western 
power system. The results indicate the strong controllability of oscillations by operation actions 
and the effectiveness of the proposed MANGO method. The studies also revealed new areas 
which merit further efforts, including an extension to the future smart grid environment. 

 

Keywords: modal analysis, small signal stability, modal sensitivity, power system control, 
power system operation, least squares methods, power system identification, power system 
measurements, phasor measurement, wide-area measurement system 
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EXECUTIVE SUMMARY 
System oscillation problems are one of the major threats to grid stability and reliability in 
California and the Western Interconnection. Under-damped or un-damped oscillations can 
cause power grid breakups and even large-scale power outages. There have been several 
incidents of system-wide oscillations in the United States and abroad. Of those incidents, the 
most notable is the August 10, 1996 western system breakup, a result of undamped system-
wide oscillations. During the outage in 1996, about 7.5 million customers (24 million people) lost 
their power supply for the range from several minutes to 6 hours. One of the major areas 
affected was California. Given the wide-area nature of oscillation problems, California sits at 
one end of the oscillation mass and would be an area experiencing the consequences. California 
is also an area that can implement control actions to mitigate oscillation problems. The 
challenge is how to determine when to take control actions, what control actions to take, and 
what effect to expect after the actions are taken. This report aims to develop a systematic 
method, termed “Modal Analysis for Grid Operation (MANGO),” to address this challenge.  

Recent deployment of smart grid technologies poses even a larger challenge in mitigating 
oscillation problems. For example, renewable energy sources reduce system inertia and add 
more uncertainty; energy efficient loads introduce new dynamics, as well as uncertainty. These 
all change system oscillation behaviors and make it more difficult to manage through 
traditional modulation control tuned with a system model. MANGO control does not rely on a 
known system model, but uses real-time phasor measurements and other synchronized 
measurements.  MANGO can potentially utilize responsive loads to adjust system power flow 
patterns so as to improve system damping. MANGO can also utilize some other smart grid 
technologies, such as storage, for power flow pattern adjustment. Therefore, MANGO can not 
only improve grid reliability and efficiency, but also help to facilitate the development of smart 
grid technologies such as renewable energy, demand response, and energy storage. This has 
both economic and environmental implications.   

For more than 20 years, significant efforts have been devoted to monitoring system oscillatory 
behavior from measurements. The deployment of phasor measurement units (PMU) provides 
high-precision, time-synchronized data needed for detecting oscillation modes. The ongoing 
Western Interconnection Synchrophasor Project (WISP) will install additional 250+ PMUs in the 
Western Electricity Coordinating Council (WECC) system in the next three years. Measurement-
based modal analysis, also known as ModeMeter, uses real-time phasor measurements to 
identify system oscillation modes and their damping. Low damping indicates potential system 
stability issues. Modal analysis has been demonstrated with phasor measurements to have the 
capability of estimating system modes in real time from oscillation signals, probing data, and 
ambient data.  

With more and more phasor measurements available and ModeMeter techniques maturing, 
there is yet a need for methods to bring modal analysis from monitoring to actions. The 
methods should be able to associate low damping with grid operating conditions, so operators 
or automated operation schemes can respond when low damping is observed. The work 
presented in this report aims to develop such a method and establish a MANGO procedure to 
provide recommended actions (such as generation re-dispatch), and aid grid operation decision 
making for mitigating inter-area oscillations.  
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The fundamental part of the work explores the relationship between low damping and grid 
operating conditions and then uses the relationship to develop recommended actions for 
damping improvement, therefore reducing the chance of system breakup and power outages.  
Different from power system stabilizers and other modulation control mechanisms, MANGO 
improves damping through operating point adjustments.  Traditionally, the modulation-based 
methods do not change the system’s operating point, but improve damping through automatic 
feedback control.  Figure ES-1 illustrates the difference of these two types of damping 
improvement methods. MANGO, represented in red, and modulation control, represented in 
magenta, are complementary towards the same goal.  

Figure ES-1: MANGO versus Modulation Control 

 
   Differences between traditional modulation control and MANGO control. 

Source: Pacific Northwest National Laboratory 
 

MANGO is a measurement-based procedure, as shown in Figure ES-2. As the first stage of 
development, the MANGO procedure is targeted to have operators in the loop. Practical 
implementation is envisioned to be achieved by integrating MANGO recommendations into 
existing operating procedures. The MANGO model can be updated according to the current 
measurement and mode estimation results. Operators are included in the loop to bring in expert 
knowledge. In the future, after the confidence and accuracy of the MANGO model is 
established, it is expected that the automatic closed-loop control will be introduced to expedite 
the implementation and avoid human errors. The automatic process can be integrated into a 
remedial action scheme (RAS) system or a special protection system (SPS). 

Extensive sensitivity studies based on model simulation show that damping can be controlled 
by adjusting operating parameters through means such as generation re-dispatch, or load 
reduction as a last resort. Damping ratios decrease consistently with the increase of overall 
system stress levels. At the same stress level (i.e., same total system load), inter-area oscillation 
modes can be controlled by adjusting power flow patterns to reduce flow on the 
interconnecting tie line(s). The effectiveness of the MANGO control is dependent on specific 
locations where the adjustment is applied. 
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Figure ES-2: MANGO Framework 

 
General framework for the MANGO procedure and how it ties into ModeMeter 
technology and current operations. 
Source: Pacific Northwest National Laboratory 

 

The MANGO procedure consists of three major steps:  

(1) Recognition – operator recognizes the need for operating point adjustment through 
online ModeMeter monitoring;  

(2) Implementation – operator implements the adjustment per recommendations by the 
MANGO procedure; and  

(3) Evaluation – operator evaluates the effectiveness of the adjustment using ModeMeter 
and repeats the procedure if necessary. 

The recognition and evaluation steps in the MANGO procedure rely on a good ModeMeter to 
estimate the current modes, while the implementation step builds on modal sensitivity, i.e., the 
relationship of oscillation modes and operating parameters. The relationship is generally 
nonlinear, and it is impractical to derive a closed-form analytical solution for this relationship. 
Theoretically, the sensitivity can be calculated from the model of a power system, but the model 
is usually not able to reflect real-time operating conditions. Therefore, the work reported here 
has been primarily centered on estimating modal sensitivity from real-time measurement. A 
new concept of relative sensitivity is proposed. The relative sensitivity is formulated using least 
squares principles in the form that can be estimated directly from measurements. Testing has 
been carried out with a medium-size 34-machine system model, analogous to the WECC 
system, and with the full-size WECC system. The results indicate strong correlation of power 
flow patterns to the damping, giving clear guidance on how to adjust generator outputs to 
improve damping. 

System topology changes the inherent dynamics in a power system, and thus changes the 
modal properties. Topology analysis is conducted to characterize the impact of topology change 
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on oscillation modes. Within the WECC system, topology changes that just modify the 
impedance along an energy path have significantly more impact on mode damping than on 
mode frequency. However, there are some topology changes that completely eliminate an 
important path, and sometimes an entire mode.  Even when the mode is not eliminated, it may 
reappear at a quite different frequency, though with a similar mode shape.  Including topology 
information in the MANGO procedure is very important to its successful application.  Topology 
impacts the MANGO procedure in two aspects: as input, it may change the sensitivity 
relationship between operation parameters and mode damping; as an output, topology 
adjustment can be another option for damping control, as shown in the results with the full 
WECC system. This merits further study.   

In summary, a MANGO procedure has been established with practical considerations. The key 
step in the procedure is the modal sensitivity. A method for estimating relative modal 
sensitivity has been formulated and studied with promising results from a medium-size system 
and the full WECC system. Impact of topology change on damping has been studied. The 
simulation studies were conducted with commercialized software, and the resulting experience 
and data pave the road for large-scale MANGO application. Due to limited phasor 
measurement available, all the tests are performed with simulated data. To fully demonstrate 
the benefit of the developed MANGO method, further work will continue the tests with actual 
phasor measurements once the WISP completes the installation of additional 250+ PMUs. Other 
future work includes evaluation of the impact of mode meter accuracy on modal sensitivity 
estimation, and further enhancement of the understanding of the topology impact on oscillation 
mitigation measures. As MANGO aims at an operator-oriented measure, it is important to 
identify implementation strategies with operating procedures. Only when the MANGO 
measure is included in operating procedures can the benefit be actually realized in improving 
power grid reliability.  
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CHAPTER 1: 
Introduction 
Small signal stability problems have long been recognized as one of the major threats to power 
grid stability and reliability. Under-damped or un-damped oscillations can cause power grid 
breakups and even large-scale power outages [CIGRE 1996]. There have been several incidents 
of system-wide low-frequency oscillations. Of them, the most notable is the August 10, 1996 
western North American power system breakup involving undamped system-wide oscillations 
[Kosterev et al. 1997]. In the August 10, 1996 event, the system deteriorated over time after the 
first line was tripped around 15:42 (Figure 1). About 6 minutes later, undamped oscillations 
occurred and the system broke up into several islands. During the outage in 1996, about 7.5 
million customers (24 million people) lost their power supply for the range from several 
minutes to six hours [Wikipedia contributors 2010]. Other oscillation events in the U.S. and 
elsewhere have been observed [Hauer et al. 2002] [Hauer et al. 2003]. They all exhibited 
sustained low-frequency oscillations and have led to a great concern about the adverse effect of 
oscillations on power system operation. 

 

Figure 1: Undamped Oscillations of the August 10, 1996 Western System Breakup Event 

 
Measurement data from the California-Oregon Intertie during the August 10, 1996 
western United States breakup event 
Source: Pacific Northwest National Laboratory, adapted from [Hauer et al. 2007] 

 

According to the proposal of the Western Interconnection Synchrophasor Program (WISP) 
[WECC 2009], the value of large-scale outage avoidance for the WECC system is over one 
billion dollars in the next 40 years (Table 1). Other benefits shown in Table 1 such as increased 
utilization of transmission assets are also significant. Most major tie lines in WECC system are 
often constrained by stability limits, which are more limiting than the thermal limits [Western 
Congestion 2006]. Real-time decision support for damping improvement enables grid operators 
to respond to under-damped or un-damped oscillations more efficiently and more effectively. 
The modal analysis for grid operations (MANGO) concept proposed in this project is expected 
to have significant impact on power grid operation. 

The MANGO concept also addresses many of the challenges for which traditional modulation 
control falls short.  Modulation control usually relies on a system model for off-line parameter 
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tuning.  However, an off-line system model would never be able to accurately reflect real-time 
operating conditions. Therefore, off-line tuned modulation control is not effective in many 
cases, especially for damping inter-area oscillations. MANGO aims to develop methods which 
uses real-time measurements instead of an off-line model to determine measures for damping 
oscillations. 

 

Table 1:  Minimum Benefits from the WISP 

 
Source: The Western Interconnection Synchrophasor Program [WECC 2009] 

 

Recent deployment of smart grid technologies poses even larger challenges in mitigating 
oscillation problems. For example, renewable energy sources reduce system inertia and add 
more uncertainty.  Energy efficient loads introduce new dynamics, as well as uncertainty. These 
all change system oscillation behaviors and make it more difficult to obtain an accurate real-
time system model. MANGO control does not rely on a known system model, but uses real-
time phasor measurements and other synchronized measurements. On the other hand, 
MANGO can potentially utilize responsive loads to adjust system power flow patterns so as to 
improve system damping. MANGO can also utilize some other smart grid technologies, such as 
storage, for power flow pattern adjustment. Therefore, MANGO can not only improve grid 
reliability and efficiency, but also help to facilitate the development of smart grid technologies 
such as renewable energy, demand response, and energy storage. This has both economic and 
environmental implications.  

It is natural to categorize power system oscillations according to the operational setting in 
which they occur, and according to the types of equipment involved.  Operationally, three 
kinds of major oscillations have been encountered: 

• Spontaneous oscillations occurring under ambient system conditions.  These usually grow 
slowly, from initially low levels. 

• Transient oscillations triggered by loss of a major generation, load, or delivery resource.  
These tend to be large at the onset, and poorly damped if the post-disturbance network has 
an undamped mode. 

• Forced oscillations once a common result of delayed tripping for lines between 
asynchronous islands.  These tended to be large at the onset, and to persist until islanding 
was completed.  This has become rare, and forced oscillations would usually reflect some 
kind of testing or control problems.   

Different oscillation problems require different countermeasures.  A controller designed to 
provide damping under ambient conditions (an ambient damper) will usually respond to 
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oscillations of all three types, for lack of contrary information.  Its tuning may be quite 
inappropriate for transient oscillations, or even for step disturbances.  A transient damper 
would usually ignore ambient oscillations and use step disturbances as an arming condition.  
However, local information would probably not permit it to distinguish between transient and 
forced oscillations.  The dynamic effects of either an ambient damper or a transient damper 
during forced oscillations may well be harmful, especially if it is a high performance device 
with self-tuning capabilities.   

The reference [CIGRE 1996] is a useful introduction to the extensive literature on this subject.  
The following general guidelines can be extracted from this and from Western Electricity 
Coordinating Council (WECC) experience: 

• Some degree of oscillatory activity is normal.  To recognize abnormal behavior, one must 
know the limits of normal behavior. 

• Abnormal oscillations are usually a symptom of some deeper problems.  Special damping 
controls may provide a temporary remedy, but ultimately the underlying deficiency must 
be addressed.  In real-time operation, this usually involves power flow adjustments. 

• The ultimate and essential defense against widespread oscillations is to cut the 
interaction paths.   The necessary actions range from tripping a troublesome generator to 
controlled separation of the system into stable islands. 

• Major disturbances—and transient oscillations—usually result from a major change in 
power system topology.   Local control schemes may not be set for this—Wide-area control 
requires wide-area information. 

The general thrust of utility experience with system upsets [Hauer et al. 1999][U.S.-Canada 
2004] argues that automated wide-area controls are necessary, but not in themselves sufficient 
to deal with the wide range of challenges that confront emergency management in a large 
power system.  The essential ingredient is actionable information at the operator level, 
consisting of: 

• Situational awareness, observation of system conditions related to a knowledge base 
regarding their implications; and    

• Operational resources, countermeasure options plus the authority and facilities to execute 
them. 

The arming of special stability controls is a well-recognized element among operational 
resources necessary to the western interconnection.  The major challenge is to develop a 
knowledge base indicating the conditions under which these and more complex 
countermeasures are appropriate.   This is a major objective of this project, aiming to develop 
modal analysis for grid operations. 

In power systems, low-frequency oscillations are a result of electromechanical coupling 
between the transmission network and generators. Considerable understanding and literature 
have been developed over the past several decades of the cases where these oscillations become 
very lightly damped, or even unstable. Small-signal stability studies have been mainly based on 
the eigenvalue analysis of the characteristic matrix derived from the linearized model of a 
power system [Kundur 1994]. Power system stabilizers (PSS) have been used for damping 
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control in common industrial practice. While effective in damping oscillations, especially local-
mode oscillations, PSS tuning is a very challenging task for inter-area oscillation modes because 
of time-varying operating conditions. The practical feasibility of PSS for inter-area modes is 
further limited because power system models have been found inadequate in describing real-
time operating conditions [Hauer et al. 1996][Kosterev et al. 1997].  

A desirable alternative to PSS is to bring the system to a new operating condition through 
operator actions or automated actions, if appropriate. The new operating condition would have 
damping high enough to sustain disturbances so oscillations would not occur. This project aims 
to develop such an operation-oriented approach to perform MANGO analysis and provide 
operation recommendations. Because small signal stability is an inherent characteristic of a 
dynamic system, the low damping situation can be detected from ambient measurements before 
a disturbance triggers the oscillation [Zhou et al. 2008], or from disturbance data as soon as the 
disturbance changes the modal properties. ModeMeter technology has been demonstrated to 
have the real-time capability of estimating system modes from both oscillation signals and 
ambient data [Hauer et al. 2007]. The MANGO control can be applied as a preventive or 
corrective measure to improve damping and prevent oscillations once low damping situation is 
detected.   

Different from PSS and other modulation-based methods, MANGO aims to improve damping 
through adjusting operating points.  Traditionally, the modulation-based methods do not 
change the system’s operating point, but improve damping through automatic feedback control 
[Ostojic 1991][Ilea et al. 2009][Chung et al. 2003].  Figure 2 illustrates the difference of these two 
types of damping improvement methods. Availability of wide-area phasor measurements 
enables wide-area modulation control for control devices such as the Pacific DC Intertie (PDCI) 
in the western US power system and Flexible AC Transmission Systems (FACTS) devices [Ilea 
et al. 2009]. MANGO, shown in red, and modulation control, shown in magenta, are 
complementary towards the same objective. Modulation-based methods are designed to 
maintain positive damping at expected operating conditions, whereas MANGO-recommended 
adjustments can be used to move the system to a more stable operating point that damping 
would be sufficient in the event of a system disturbance. 

Figure 2: MANGO versus Modulation Control 

 
  Differences between traditional modulation control and MANGO control. 

Source: Pacific Northwest National Laboratory  
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Phasor measurements becoming widely available and ModeMeter techniques maturing provide 
a solid foundation for the development of MANGO technology. MANGO is expected to bring 
modal information from a monitoring tool to a decision support tool and bridge the gap 
between modal analysis and power grid operations. To achieve this goal, a key step in MANGO 
is to identify modal sensitivity with respect to controllable operating parameters, such as 
generation and load.  

This report establishes the MANGO framework in Chapter 2, followed by a brief review of the 
ModeMeter techniques (Chapter 3) and a feasibility study of MANGO control (Chapter 4). The 
ModeMeter technique and the feasibility study are the basis for the MANGO work. Chapter 5 
focuses on how to establish the relationship between operating parameters and modal damping 
from real-time measurements. A new concept of relative modal sensitivity is proposed, and it is 
formulated as a real-time estimation problem. Using simulated measurements, test results with 
simplified and full WECC systems are presented. The report continues in Chapter 6 to study the 
impact of topology change on modal properties and MANGO control. Chapter 7 introduces a 
prototype graphical user interface for the proposed MANGO methods. Chapter 8 concludes the 
report and suggests future work. 
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CHAPTER 2: 
Framework of MANGO Control 
MANGO control aims to provide operation recommendations by utilizing the sensitivity 
relationship between operating parameters and modal properties especially modal damping. 
The premise is that small-signal stability can be effectively improved by adjusting the power 
system operating point. In Chapters 4 and 5, the relationship will be studied in detail, and a 
method for estimating the sensitivity will be proposed and evaluated. In actual MANGO 
applications, an operational MANGO procedure needs to be established to guide operators in 
real-time power system operation. The procedure needs to include the following three major 
steps [Huang et al. 2010]: 

(1) Recognition – operator recognizes the need for operating point adjustment; 

(2) Implementation – operator implements the adjustment per recommendations by the 
MANGO approach; and 

(3) Evaluation – operator evaluates the effectiveness of the adjustment and repeats the 
procedure of necessary.  

 MANGO Framework 
Consistent with these three steps, the following MANGO procedure is proposed for improving 
small-signal stability [Huang et al. 2009]: 

(1) Estimate oscillation modes and mode shapes using ModeMeter based on real-time 
phasor measurements; 

(2) Observe the mode damping and mode energy, as well as its oscillation paths through its 
mode shape; 

(3) Recognize the need for operating point adjustment when the damping is below a pre-
specified threshold and the oscillation energy exceeds a threshold;  

(4) Implement tie line flow reduction of the oscillation path with a pre-defined amount or 
percentage. The tie lines are identified by the mode shapes. This is the preliminary level 
of implementation. Uncertainties caused by locational effect make it difficult to predict 
the effectiveness and may even cause undesired results;  

(5) Identify the sensitivity relationship between the modes of interest and operating 
parameters. Such a relationship is referred to as a MANGO model; 

(6) Generate recommendations for operating point adjustment based on the MANGO 
model and a damping target. The MANGO recommendations are presented to operators 
as options to change operating parameters. A sample recommendation would be: 
“Generator A’s output needs to be reduced by 200 MW and Generator B’s output 
increased by 200 MW to improve damping from 1% to 5%”.  

(7) Conduct feasibility test to ensure that the recommended adjustment would result in a 
solvable power flow and not violate any generation capacity and other limits; 
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(8) Implement the adjustment with consideration of other metrics, such as transient stability 
and voltage stability. This is the advanced-level implementation because it provides 
more specific actions and more predictable results; 

(9) Monitor the change in modes and mode shapes from ModeMeter; 

(10) Evaluate the effectiveness by observing whether the damping is adequate and 
how accurate the MANGO procedure predicts the results. Repeat the MANGO 
procedure if damping does not achieve the desired level.  

Figure 3 presents the overall MANGO framework. 

Figure 3: Proposed MANGO Framework 

 
General framework for the MANGO procedure and how it ties into ModeMeter 
technology and current operations. 
Source: Pacific Northwest National Laboratory 

Implementation of MANGO Control 
The proposed MANGO procedure can be integrated in current operating procedures, so there 
would not be new procedures created solely for MANGO. This way, the complexity added to 
the operational environment is minimized, and it would be easier for grid operators to accept 
an add-on function rather than a completely new procedure.  

Several existing operating procedures can be considered for MANGO integration. The 
Bonneville Power Administration (BPA) currently uses a dispatcher standing order (DSO) 303 
for mitigating system oscillation problems.  In the general case, the DSO calls for reductions in 
tie line transfer on the affected path by increments of 10% until the damping is satisfactory 
when oscillations are observed. The DSO gives very limited information on adjustment 
generators and does not estimate the expected change in damping for a 10% adjustment. The 
MANGO procedure can be used to enhance the DSO 303 with specifics such as locations, sizes 
of adjustment, and expected damping improvement. It can also enhance the DSO 303 with the 
inclusion of other oscillation modes. 
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Current North American Electric Reliability Corporation (NERC) operating procedures such as 
TOP-004 [NERC 2007-October][NERC 2009-March], TOP-007 [NERC 2005-April][WECC 2008-
March], TOP-008 [NERC 2005-April][NERC 2007-January], and IRO-006 [NERC 2007-
October][WECC 2010-September] can also be used to integrate MANGO recommendations. 
TOP-004 is to ensure interconnection reliability operating limits (IROLs) and system operating 
limits (SOLs) are satisfied, while TOP-007 defines the reporting procedure if IROLs or SOLs are 
violated.  TOP-008 requires the transmission operator experiencing or contributing to an IROL 
or SOL violation shall take immediate steps to relieve the condition, which may include 
shedding firm load. Small-signal stability limits are part of the IROLs, and MANGO 
recommendations align with the requirements in TOP-008. IRO-006 is a tie line relief (TLR) 
standard. It defines the procedures for adjusting interchange transactions, network and native 
load contributions and market dispatch contributions to relieve overloads on the transmission 
facilities modeled in the interchange distribution calculator (IDC). MANGO recommendations 
can be used to relieve transmission overloads per the metric of oscillations.  

For the WECC, the selection of generators may consider existing E-Tags when generating and 
implementing the MANGO recommended actions. E-Tags are used to define transactions with 
generators grouped for providing energy services [WECC 2009-November].  Generation re-
dispatch according to the E-Tag generator groups enables the use of established channels to 
influence energy transactions.  

At the first stage of implementation, the MANGO procedure is a measurement-based and 
operator-in-the-loop procedure, as shown in Figure 3. The MANGO model can be updated 
according to the current measurement and mode estimation results. Operators are included into 
the loop to bring in expert knowledge. In the future, after the effectiveness of the MANGO 
procedure is validated, a greater degree of automation may be possible. For example, the 
automatic process might be integrated as part of a remedial action scheme (RAS) system or a 
special protection system (SPS). 
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CHAPTER 3: 
Review of Mode Meter Techniques 
Modes are the eigenvalues of linearized power system models [Kundur 1994]. Accurate and 
timely mode estimation provides vital information about power-system stability. Generally, 
there are two basic approaches for estimating power system modes: model-based methods and 
measurement-based methods.  

With the model-based method, the nonlinear differential equations governing the system are 
linearized around an operating point. The power system modes are obtained through 
eigenvalue analysis [Kundur 1994; Chow and Rogers 2000]. For a large power system, the effort 
required to build an accurate model using model-based methods is usually not trivial. Even 
built with great care, a simulation model may not be able to reflect accurately the operational 
states of the system. A typical example of this comes from the western system breakup event on 
August 10, 1996. The breakup was caused by a growing oscillation at about 0.25 Hz, as shown 
in the top of Figure 4. Following the event, significant efforts were devoted to build a model 
with best available information and attempt to duplicate the event in simulation. However, the 
model simulation showed a stable operating condition, as shown in shown in the bottom of 
Figure 4 [Kosterev et al. 1999]. This study clearly shows how difficult it is to maintain an 
accurate simulation model using model-based methods. 

Figure 4: Observed and Simulation California-Oregon Intertie Power Flow during McNary 
Generatory Tripping Event 
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Measured and simulation power on California-Oregon Intertie 
during August 10, 1996 WECC breakup 
Source: [Kosterev et al. 1999; Farmer et al. 2006] 

 

For a measurement-based method, on the other hand, a general linear model structure is first 
selected, and then model parameters are identified to fit the measurements. Mode estimation 
methods based on measurement data have been extensively studied.  A sample of papers 
includes [Hauer et al. 1990; Pierre et al. 1997; Kamwa et al. 1996; Zhou et al. 2006; Messina and 
Vittal 2006; Sanchez-Gasca and Chow 1999; Trudnowski et al. 1999; Trudnowski et al. 2008] and 
[Wies et al. 2006]. Measurement-based models usually take much less effort to build than those 
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required for a model-based method.  Some initial studies were carried out by Drs. John Hauer 
and John Pierre on the western interconnection breakup in 1996 using measurement-based 
methods. The results are summarized in Figure 5. It can be observed that the 0.25-Hz oscillation, 
which caused the breakup, is identified. The results also show that the oscillation frequency 
decreases from 0.27 Hz to 0.25 Hz, and the oscillation damping ratio decreases from 7.0% to 
1.2%. These are clear indications of the approaching small signal stability problem. This study 
shows the great potential of measurement-based methods in monitoring power system 
oscillation modes. 

Figure 5: Measurement-based Mode Analysis on Event Data of August 10, 1996 

 
Mode analysis results from techniques applied to California-Oregon Intertie measured power of 
the August 10, 1996 WSCC breakup 
Source: [Hauer et al. 2007] 

 

As discussed by [Hauer General Meeting 2007], any measurement-based approach that 
automatically estimates modes in near real time has significant potential for system operation 
and control applications. Such algorithms are termed “ModeMeter” algorithms. A 
“ModeMeter” tool developed by PNNL based on a regularized robust recursive least square 
(R3LS) algorithm is shown in Figure 6[Zhou et al. 2006; Zhou et al. 2007; Zhou et al. 2008]. The 
prototype ModeMeter tool has been validated using a 17-machine model and tested with 
WECC phasor data.  

The mode estimation results using 1996 event data are summarized in Figure 7 [Zhou PSCE 
2009]. The blue lines are for the mode estimation without mode initialization.  The red lines 
indicate mode estimation with mode initialization. For comparison, the mode estimation results 



15 

from Figure 5 by Drs. Hauer and Pierre are also shown in the Figure 7 as green dots. Figure 7 
also shows the capability of the ModeMeter tool for on-line continuous monitoring of power 
system oscillation modes. The online ModeMeter tool has consistent estimation results with the 
offline expert analysis of Figure 5. Such a ModeMeter tool would have recognized the 
oscillation and issued an earlier warning of the impending outage on August 10, 1996.  

To further evaluate the performance of the tool, a 17-machine model [Trudnowski 2008] is used 
to evaluate the performance of the ModeMeter tool. With the simulation model, 100 simulation 
data sets are generated, and a Monte Carlo method is used for studying the statistical 
performance of the ModeMeter tool. One of these simulation data sets is shown in Figure 8. It 
consists of typical data (i.e., ambient, low level probing response, and ringdown signals 
resulting from disturbances) and non-typical data (i.e., outliers and missing data) to simulate 
true system responses. With the simulation model, the ‘true’ modes are available and are used 
as a reference for evaluating estimation results. The ‘true’ modes shown in Figure 9 are at 0.422 
Hz (black dashed line). In the figure, the mean value and standard deviation of the mode 
estimation are also displayed (blue and gray lines, respectively). It can be observed that the 
ModeMeter algorithm performs well for a combination of typical and non-typical data sets. The 
low-level probing and ringdown responses can help improve the mode estimation accuracy. 
Missing data and outliers do not produce noticeable performance degradation.  

The above observations indicate that ModeMeter is becoming mature and ready for real time 
applications. This lays a great foundation for MANGO studies. As shown in Chapter 2, 
accurately estimated modes are a necessary input to the MANGO procedure. 

Figure 6: PNNL ModeMeter Prototype for 1996 Data Playback 

 
  GUI for ModeMeter project running on August 10, 1996 breakup data 

Source: Pacific Northwest National Laboratory 
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Figure 7: Frequency and Damping Ratio Estimation using R3LS Algorithm 

 
The estimation results show that the damping ratio and frequency of 0.25 mode keep dropping before the 
power outage, which is a clear indication of approach small signal stability problem. 
Source: [Zhou PSCE 2009] 
 

Figure 8: Time Plot of Power System Data 

 
Different data types of a typical power signal.  Combined ambient 
 low-level pseudo-random probing, outlier, missing data, and ringdown 
from 17-machine model with stationary modes. This figure represents 
phase angle data between two buses on the power system. 
Source: [Zhou et al. 2008] 
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Figure 9: Frequency and Damping Ratio Estimation of the Major Modes of the 17-Machine Model 
with Stationary Modes 

 
The simulation results verify the performance of modal estimation results for different types of typical 
scenarios. 
Source: [Zhou et al. 2008] 
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CHAPTER 4: 
Feasibility of MANGO Control 
The operating point of a power system determines the eigenvalues, i.e., the oscillation modes, of 
the system. A power system can be described as a set of non-linear differential algebraic 
equations [Kundur 1994]: 
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where x is the state vector, y is the algebraic vector, and u is the input vector. Linearizing these 
non-linear equations at an operating point determines the characteristic matrix of the system. 
The non-real eigenvalues of the characteristic matrix are the oscillation modes of the power 
system. The characteristic matrix is shown as the A matrix in (4-2): 
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where p represents operational parameters.  These parameters may be values such as tie-line 
flow, generator output, load consumption, transformer taps, capacitor MVAr, and DC power 
settings, which can be adjusted by operators in real-time power system operation. Equation (4-
2) indicates that the A matrix is a function of operational parameters, p. Note that the modes 
(denoted as λ) are defined as the eigenvalues of the A matrix. A mode is usually defined by its 
frequency (Freq) and damping ratio (DR) as 
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Thus, the modes can be influenced by adjusting some of the p parameters, i.e., changing the 
operating point of the power system.  

This chapter explores the feasibility of controlling oscillation modes by adjusting the operating 
points. 

MANGO Control Options 
Once an unstable or undesirably low damping ratio is detected, actions must be performed on 
the system to get back to an acceptable operating condition.  Operators may adjust  some 
operational parameters to implement these actions. The parameters include tie-line flow, 
generation real output (governor set point), generator reactive output (voltage set point), and 
responsive loads [Tuffner et al. 2009].  This section presents the simulation results that explored 
these parameters and their influence on interarea oscillations.  

Results for these initial investigations focused on simulations of a modified 17-machine system 
[Trudnowski et al. 2006].  Figure 10 shows the one-line diagram of the modified 17-machine 
system.  The red blocks represent tie-line measurements of interest.  The system topology 
provides a simplified representation of the WECC system.  Initial frequencies and damping 
ratios for the interarea modes of interest are shown in Table 2. 
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Figure 10: 17-Machine Initial Simulation System 

 
One-line diagram of 17-machine test system used for initial simulation studies.  Red boxes indicate tie-
lines of interest. 
Source: Modified from [Trudnowski et al. 2006] 
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Table 2: Interarea Modes of 17-Machine System 
Frequency (Hz) Damping Ratio 

0.2834 0.1840 

0.3979 0.0213 

0.5973 0.0396 

0.6244 0.0840 

0.7787 0.0396 

0.8335 0.0623 
Source: Pacific Northwest National Laboratory 

 

Using this system as simulation basis, several parameters of the system were explored.  Obvious 
changes, like generation re-dispatch, were attempted.  Also investigated were other parameters, 
such as the voltage set-point of a generator, or the time constants of a power system stabilizer.  
Locations of the variations were selected through mode shape using eigenanalysis.  Correlating 
the mode shape with a state of interest, the modification sites were selected. 

 Generator Re-dispatch 
The first, and most obvious parameter for adjustment is the real power output of generators on 
the system.  Interarea modes are often created through generators or sets of generators in 
different areas interacting through a long and/or weak transmission line [Pai et al. 2004].  If the 
output of one such interacting generator is reduced or increased, depending on the contribution 
of the interaction, the resulting interarea mode of oscillation should become more stable. 

The process began with the selection of a mode of interest.  From the modes of Table 2, the 
0.3979 Hz mode was selected, as it has the lowest damping ratio.  With a mode selected, the 
interacting generators must be identified.  This is accomplished through the use of mode 
shapes, contained in the right eigenvectors of the system A matrix of equation (4-2).  The 
generator rotor angle is directly associated with the power output of that generator.  The mode 
shape information for all generator rotor angles for the 0.3979 Hz mode is shown in Figure 11. 
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Figure 11: Mode Shape of the 0.3979 Hz Mode Corresponding to Generator Rotor Angles 

 
Mode shape information for the 0.3979 Hz mode.  Mode shape based on states associated with 
generator rotor angles on the system. 
Source: Pacific Northwest National Laboratory 

 

As Figure 11 indicates, the 0.3979 Hz mode is primarily caused by interactions between 
generators 2 and 10 against generator 17.  This is clearly an interarea mode through the lines 8 
and 9 (see Figure 10).  Generator 10 was selected to adjust, along with generator 17.  As one 
generator output was increased, the other was decreased with an equal, but opposite, amount.  
For example, if generator 10 were increased by 10 MW, generator 17 would be decreased by 10 
MW so the power flow is balanced an all loads are served.  The results of these adjustments are 
shown in Figure 12. 
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Figure 12: Damping Ratio for Interarea Modes as Generator 17 Output Adjusted 

 
Damping ratio values for each interarea mode as generators 10 and 17 are adjusted. 
 Power output values on the x-axis represent generator 17.  Black dots represent the initial 
operating point of the system. Per-unit base is 100 MW. 
Source: Pacific Northwest National Laboratory 

 

Figure 12 provides some interesting observations.  The adjustment of the generator output 
clearly has an influence on the modal damping.  There is clearly a “desirable direction” and 
“undesirable direction” for the adjustment.  That is, as the real power output of generator 17 
increased, the damping ratio of the 0.3979 Hz mode increased, which is desirable.  However, if 
the output were decreased, the damping ratio went lower, an undesirable consquence. 

Another interesting observation of Figure 12 is the intertwined nature of modal adjustment.  
While the modification of generators 10 and 17 primarily affected the 0.3739 Hz mode, the 
0.2834 Hz mode also shows changes, especially when the adjustment amount is larger.  Once 
adjusted above 1700 MW output of generator 17, the damping ratio for the 0.2834 Hz mode 
actually begins to decrease.  This observation highlights that determining which generator to 
select may need to take into account multiple metrics and modes of interest.   

The results shown in Figure 12 demonstrate that generator real power output adjustments are a 
viable candidate for the proposed MANGO procedure.  With the proper selection of generators, 
MANGO can provide a means to increase the damping ratio on a lightly damped or undamped 
mode.  Furthermore, generator redispatch occurs very often on the real WECC system through 
adjusting governor control references.  Such an adjustment does not represent a significant 
change to grid operation practices, and should be feasible to integrate into existing operation 
procedures. 
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Generator Voltage Setting 
Another parameter of interest for the initial study focused on the generator voltage set point.  
Rather than adjusting the real power output of the generator, the voltage level at its terminals 
was adjusted, which is equivalent to adjusting generator reactive output.  All 17 machines in the 
system were investigated for this adjustment. 

The exhaustive simulation of all 17 generators on the test system demonstrated that the voltage 
set point of generator 13 showed significant impact on the modes.  Figure 13 shows the results 
of the voltage set point adjustment for generator 13.  Most other generators on the system 
showed little to no impact on the voltage adjustment. 

Figure 13: Damping Ratio of Interarea Modes for Generator 13 Voltage Adjustment 

 
Damping ratio values for interarea modes of interest for different voltage 
set points of generator 13.   Black dots represent the damping ratio values 
at the initial operating point. 
Source: Pacific Northwest National Laboratory 

 

As Figure 13 demonstrates, adjusting the voltage set point does provide a means for adjusting 
the damping ratio of a mode of interest.  As the voltage set point was decreased, the damping 
ratio for the 0.2834 Hz mode increased.  Unlike the real power outputs which that required two 
alteration locations on the system, the voltage set point appears to accomplish a damping 
reduction with only one location. 

The results of Figure 13 indicate that voltage set point adjustment would make a viable 
adjustment parameter for the MANGO procedure.  It can be implemented by adjusting the 
reference of exciter systems.  However, unlike the real power output adjustments, voltage set 
point adjustments are not as common in the real system.  Considerations ignored by the 
simulation (such as impacts at other locations of the system, or possible voltage support losses) 
may be severely limiting toward using voltage set point as a MANGO adjustment parameter.  
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Voltage set points have great potential for MANGO control actions, but have many secondary 
considerations that removed them from the subsequent MANGO studies in this report.  
However, it definitely merits future studies. 

Control Parameter Adjustment 
Besides governors and exciters, generators typically have many other control devices and 
associated parameters which can be candidates for adjustment to impact modal damping. PSS 
units are among one of those candidates.  The adjustment of some of the PSS parameters may 
have significant impact on modal damping.  Other parameters include the gain and time 
constants of exciters [Tuffner et al. 2009]. 

Many of those parameters have been investigated.  This section will present a single example 
from this investigation: the adjustment of power system stabilizer time constant, T1.  Please refer 
to Figure A-5 for definitions of the time constant.  An iterative investigation of the individual 
generator PSS units was performed.  Figure 14 shows the results of the different values for PSS 
time constant  T1 for generator 11.  The manipulation of the PSS units on other generators 
yielded similar results, though not as pronounced as the effect shown in Figure 14. 

Figure 14: Damping Ratio of Interarea Modes for Different PSS Time Constants on Generator 11 

 
Damping ratio values for interarea modes of interest for different settings of 
PSS time constant T1 on generator 11.  Black dots represent initial operating 
point values for the system. 
Source: Pacific Northwest National Laboratory 

 

As Figure 14 demonstrates, the adjustment of an individual generator control parameter, in this 
case a parameter of a PSS unit, can influence the damping ratio of interarea modes.  As the time 
constant was increased, the damping ratio for the 0.2834 Hz mode began decreasing 
significantly.  MANGO control recommendations could use control device parameters as a 
means to improve system interarea mode damping.   
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Generator control parameter adjustment may be a viable means for MANGO to improve system 
damping.  However, just like voltage set point adjustment, the manipulation of these values is 
significantly more complicated than the simulation environment presents.  Parameter 
adjustment is not usually in power system operation practices. As such, it would require 
significant change in operation procedures and business practices.  This will not be a major 
focus of the studies presented in this report. However, it is worth pointing out that parameter 
adjustment has been extensively studied in the past decades, aiming for adaptive tuning of 
control parameters. Most of the past studies consider only local measurement and local 
information. Expanding those studies with a wide-area perspective would be another area for 
future research. 

 MANGO Control at Different Levels 
Oscillations occur between two groups of generators in a power system. General knowledge 
from observations of past oscillation events is that reducing the power flow (i.e., the tie-line 
flow between these two groups of generators would help to improve damping. This knowledge 
is the basis for some existing oscillation mitigation procedures, such BPA’s DSO 303 procedure. 
In the general case, when oscillations are observed, DSO 303 calls for reductions in tie line 
transfer on the affected path by increments of 10% until the damping is satisfactory. Reducing 
the tie-line flow involves generation re-dispatch and/or load shedding. DSO 303 does not 
differentiate the locations of generators or loads in making the reduction. This is one level of 
oscillation control measures. A more detailed level is to specify control measures at the 
generator or load locations. Due to the locational effect on modal properties of a power system, 
adjusting generation or load at different locations may result in different levels of effectiveness, 
and in some cases, the adjustment may even worsen the damping [Huang et al. DOE 2010]. 
Through extensive simulation studies with several systems of various sizes, this section 
investigates damping improvement at these two levels (the tie-line level and the generator 
level) and determines the necessary level at which MANGO control should be implemented.   

Single-Machine Infinite-Bus (SMIB) System 
The Single-Machine-Infinite-Bus (SMIB) system (Figure 15) provides a unique opportunity to 
observe the effect of operating conditions on small-signal stability because of its simplicity. The 
primary operating parameter is the steady-state generation output P, which is same as the 
power transfer on the tie-lines to the infinite system in this simple case.  For this simple system, 
the two levels are the same.  Another operating parameter is the steady-state terminal voltage 
V. These two parameters can be adjusted through reference settings of the governor and the 
exciter, respectively.  The focus here is on the gnerator output and tie-line flow. 

Figure 15: Single-Machine Infinite-Bus System 

 
   One-line diagram of single-machine, infinite-bus (SMIB) system 

Source: Pacific Northwest National Laboratory 
 



26 

To examine the effect of operating points on the small-signal stability of this SMIB system, P 
and V are randomly varied within their respective operating ranges and the damping ratio for 
each operating point is calculated. The damping ratio is shown in Figure 16 to have a strong 
correlation with the generator power output P (or the tie-line power). Increasing the power 
transfer gradually decreases the damping ratio as indicated by the red arrow line. This is 
consistent with the finding pointed out in [Pai et al. 2004] that one of the main reasons for 
oscillation problems is “the efforts to transmit bulk power over long distance.” The small 
deviations from the correlation are due to the variations in the voltage setting. It clearly shows 
the effect of the voltage setting is secondary compared to that of the power setting. Operating 
point adjustment through generation re-dispatch should be an effective means to increase the 
damping ratio and thus, the small-signal stability. 

Figure 16: Correlation Between Damping Ratio and Generator Power in the SMIB System 
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Generation output and tie-line flow are the same for this simple system.  A very linear relationship 
is observed between the damping raito and the generator output and tie-line flow. 

Source: Pacific Northwest National Laboratory 
 

A Two-Area Four-Machine System 
A two-area four-machine system is shown in Figure 17. The system parameters can be found 
from the Power System Toolbox (PST) with MATLAB [Chow and Rogers 2000].  The system 
consists of two areas interconnected by long transmission tie-lines from bus 3 through bus 100 
to bus 13. Each area has two generators. The base case has a 400 MW tie-line flow from Area 1 to 
Area 2. This system has a major inter-area oscillation mode around 0.55 Hz, as identified by its 
mode shape (right eigenvectors) in Figure 18. 

Figure 17: Two-Area, Four-Machine System 

 
    One-line diagram of two-area, four-machine system 

Source: Adapted from [Kundur 1994] 
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Figure 18: Mode Shape of the Interarea 0.55 Hz Mode 
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Mode shape for 0.55 Hz interarea mode of 
two-area, four-machine system 
Source: Pacific Northwest National Laboratory 

 

The correlation of the damping ratio of the 0.55 Hz mode and the tie-line flow is examined first. 
The tie-line flow is adjusted by changing the system stress level, which is defined as the total 
load level. In this study, the real and reactive power of the two loads at buses 3 and 13 is 
changed with the same percentage. To balance the load, the generator real power at buses 1, 2, 
11, and 12 is changed accordingly at the same percentage level. This adjustment pattern creates 
a number of cases with different tie-line flows, and it also minimizes the locational effect of 
generation and load. 

The inter-area mode is calculated for each of the cases.  

Figure 19 shows the correlation between the damping ratio and the tie-line flow. The damping 
ratio decreases with the increase of the tie-line flow, i.e., the increase of the system stress level. 
This is consistent with the observation from the  SMIB system, in which the increase of 
generator output represents the increase of the stress level. Heavily stressed systems are prone 
to small signal stability problems. When considering the stability improvement perspective, 
reducing the stress level or the tie-line flow can effectively improve the damping. The tie-line in 
this context is the oscillation path identified by the mode shape. 
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Figure 19: Correlation of Damping Ratio with Tie-Line Flow in Response to Various Stress Levels 
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   Damping ratio for different tie-line flow levels on the two-area, four-machine system. 

Source: Pacific Northwest National Laboratory 
 

The adjustment of tie-line flow through uniformly adjusting generation in a large system at 
many locations in real-time operation would be very difficult. Its practicality is limited by wide-
area coordination and load serving obligations. A more practical solution would be to adjust the 
smallest set of selected generators, with the least disturbance to scheduled transfers, to achieve 
the desired change in damping. In the two-area, four-machine system, all four combinations of 
generator pairs have been tested. The results are shown in Figure 20. For example, “G1 & G4” 
denotes adjustment of G1 power output balanced by G4. All the combinations result in tie-line 
flow change, and the damping ratio is consistently correlated with the tie-lie flow level.  
However, Figure 20 also reveals the locational effect of the adjustment, i.e., different pairs of 
generators have a different effect on the damping ratio, even though they may result in the 
same tie-line flow level. The difference can be significant when comparing the "G1 & G4" pair 
and the "G2 and G4" pair at the tie-line flow of 560 MW.  Cutting tie-line flow may improve 
damping, but depending on how it was implemented, the quantitative damping ratio increase 
can be different. For this two-area-four-machine system, the “G1 & G4” pair is the most 
effective, while the “G2 & G4” pair is the least effective. 

Figure 20: Correlation of Damping Ratio with Tie-Line Flow in Response to Generator Redispatch 
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Damping ratio for different tie-line flow levels and different generator 
dispatch pairings for two-area, four-machine system 
Source: Pacific Northwest National Laboratory 
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The results from this simple system indicate that it is effective to implement MANGO control at 
the tie-line level. But the degree of effectiveness depends on the locations of the adjustment. It is 
important to specify the locations of generator and implement MANGO control at the generator 
level. 

17-Machine System 
A 17-machine system is used to further study the effect of power flow effect on small signal 
stability in an environment with multiple inter-area modes and multiple tie-lines. Eigenvalue 
analysis shows this system has major inter-area modes around 0.28, 0.40, 0.60 and 0.80 Hz. Tie-
lines are indicated as the boxes in Figure 21. 

Figure 21: Topology of the 17-Machine System 

 
One-line diagram of 17-machine system with tie-lines indicated as boxes 
Source: [Trudnowski et al. 2006] 
 

As with the two-area-four-machine system, the stress level test indicates a consistent correlation 
between the damping ratio of the 0.4 Hz mode with the system stress level (Figure 22). Other 
modes demonstrate a similar correlation, but the results are omitted to conserve space. This also 
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implies that modal damping and tie-line flows have strong correlation because the tie-line flows 
increase with the increase of the stress level.  

The locational effect is confirmed by adjusting different generator pairs in this 17-machine 
system (Figure 23 and Figure 24). Most of the modes, except for the 0.28 Hz mode, are not 
affected by the flow of tie-line #8, as tie-line #8 is not on their major oscillation paths. For the 
0.28 Hz mode, generator pair 17 and 11 is not as effective as generator pair 17 and 14 (note the 
different scale on the x-axis between Figure 23 and Figure 24). However, generator pair 17 and 
14 even has an adverse effect on the 0.40 Hz mode (Figure 24), as is generator pair 17 and 11 on 
the 0.6 Hz mode (Figure 23). It is also interesting to point out that generation re-dispatch for 
generator pair 17 and 11 could also result in damping reduction if changed past an optimal 
point (Figure 23). Coordination among modes and adjustment limits are important factors to 
consider when designing the procedure for damping improvement. 

Figure 22: Correlation of Damping Ratio of 0.4 Hz Mode with System Stress Level 

 
Modal damping and the system stress level have a good linear relationship.  The stress level is 
equivalent to the tie-line flow levels as the load and generation are uniformly scaled up and down 
for different stress levels. 
Source: Pacific Northwest National Laboratory 

Figure 23: Correlation of Damping Ratio with Tie-Line Flow Adjusted by Generator Pair 17 and 11 

 
Damping ratio for given different real power values observed on tie-line 
number 8 for adjustments of generator 17 and 11 in the 17-machine system 
Source: Pacific Northwest National Laboratory 
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Figure 24: Correlation of Damping Ratio with Tie-Line Flow Adjusted by Generator Pair 17 and 14 

 
Damping ratio for given different real power values observed on tie-line 
number 8 for adjustments of generator 17 and 14 in the 17-machine system 
Source: Pacific Northwest National Laboratory 

 

A Simplified WECC System 
A simplified WECC system was used to further study the locational effect of MANGO control.  
This system is more complex than the 17-machine model and attempts to model the inter-area 
interactions of the WECC more accurately. 

Of particular interest in the simplified WECC system are two modes:  the North-South (N-S) 
mode and the Alberta mode.  The N-S mode is typically near 0.25 Hz and is so named because it 
has the northern half of the system oscillating against the southern half.  The Alberta mode is 
typically near 0.4 Hz.  It is so named because it shows up in the system when Alberta is 
connected.  It also has a north-south pattern across the western interconnect.  With Alberta 
disconnected, the N-S and Alberta modes combine to a new single mode.  This new mode has a 
north-south mode shape, is very widespread, and has a frequency somewhere between the N-S 
and Alberta modes.  Like the Alberta mode with Alberta connected, the controllability of this 
mode is very widespread making damping control a difficult problem. 

Figure 25 shows a one-line diagram of the simplified WECC system.  Load and generators are 
connected via step-up transformers.  The system contains 34 generators, 122 buses, 171 lines and 
transformers, 54 generators, 19 load buses, and 2 DC lines.  The bus, line, transformer, 
generator, exciter, PSS, and load models and data were selected to appropriately model the 
western area dynamics. 
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Figure 25: Simplified WECC System One-Line Diagram 

 
One-line diagram of simplified WECC system, showing major generators and lines 
Source: [Trudnowski and Undrill 2008] 

 

This simplified WECC system was modified slightly to create various operating conditions. 
Table 3 and Table 4 show the results of the power flow changes and corresponding oscillatory 
modes: 

• The “Δmode/100MW” column shows the change in the mode for a 100-MW change in the 

power reference setting (Pref) for the two corresponding generators.  For example, the “34 vs 

7” row shows that the percent damping of the N-S mode decreases by 2.2976% if generator 
34’s power is increased by 100 MW and generator 7’s power is decreased by 100 MW. 
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• The “Δmode/250MW” column shows the same as the previous major column except for a 
change in Pref of 250 MW. 

As shown in Table 3, the “34 vs. 7” and “34 vs. 10” provide the most improved damping for 
both the 100 MW and 250 MW changes in Pref, with respect to the North-South mode.  Table 4 
shows how the changes affecting the Alberta mode also favor the “34 vs. 10” generator 
adjustment, but other options provide nearly the same benefit.  These basic adjustments support 
the idea that generator adjustments can improve damping (a fundamental premise of this 
project).  However, the mechanics behind this simple study, as well as a method to quantify the 
results, are necessary for practical use.  The MANGO procedure is investigating these 
unknowns. 

Table 3: Simplified WECC North-South Mode 

 
"Δreal" is the change in the real part of the eigenvalue, "Δf" is the change in the modal frequency 
in Hz., and "Δ%D" is the change in the modal damping in percentage. 
Source: [Trudnowski 2009] 

Table 4: Simplified WECC, Alberta Mode 

 
"Δreal" is the change in the real part of the eigenvalue, "Δf" is the change in the modal frequency 
in Hz., and "Δ%D" is the change in the modal damping in percentage. 
Source: [Trudnowski 2009] 

 

2009 WECC Heavy Summer Case  
The full WECC system is used for a more realistic evaluation on teh effect of operating point 
adjustment on modal damping at the two levels - the tie-line level and the generator level. The 
WECC system consists of about 16,000 buses, 3,000 generators and 20,000 branches. The original 
operating condition represents the heavy summer case in the year 2009.  There are two 
important inter-area oscillation modes: (1) the North-South mode with a frequency of 0.2150 
Hz, and (2) the Alberta mode with a frequency of 0.3299 Hz. This work only focuses on the 
North-South mode, but the same process can be easily extended to other oscillation modes. In 
the base case condition, the damping ratio of the North-South model is relatively high (12.47%); 
therefore, it is necessary to generate a low-damping operating condition that can represent a 
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severe operating condition of the system. The procedures and assumptions used to generate 
such an low damping operating condition is shown in the Low Damping WECC Case section of 
the Appendix. 

With the created low damping case, this section examines the impact of different generation re-
dispatch strategies on improving the damping ratio of the North-South mode. Seven groups of 
generators (power plants) are selected in different control areas across WECC: three in the 
North and four in the South. The selected generators are listed in Table 5. 

Table 5: Selected Generators in WECC Area for Generator Dispatch 
Area Generators Control Area Name Control Area No. 

North 

COULEE Northwest 40 

REVG1 BC Hydro 50 

SUND Alberta 54 

South 

SJUAN New Mexico 10 

NAVAJO Arizona 14 

S. ONOFR SCE 24 

DIABLO PG&E 30 

Source: Pacific Northwest National Laboratory 
 

These seven generators form 12 pairs, with one from the North and the other from the South.  
All the generation adjustment strategies are based on a percentage of COI line flow. As an 
example, the COI line flow is 5840 MW before generation re-dispatch. Assume to cut the COI 
line flow at  a 4% interval step.  At each step, the generation of the selected generator in the 
North will decrease by 5840*4%=233.6 MW and the selected one in the South will increase its 
generation by 233.6 MW. This step is repeated for all combinations between the North and 
South generators and continues until the generation adjustment reaches 5840*16%=934.4 MW. 
For each generation adjustment, time domain simulation of the Chief Joseph brake insertion in 
the amount of 500 MW is performed. The active power flow on the COI line is recorded and the 
DSI Prony method [Hauer 2007] is used to calculate the damping ratio of the North-South 
oscillation mode.  The obtained results for all the combinations are depicted in Figure 26. 
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Figure 26: Effect of Generator Redispatch on the North-South Mode 

 
Impact of generation re-dispatch on improving damping ratio in the full WECC system. The legend 
indicates the pairs indexed by their area numbers from Table 5. 
Source: Pacific Northwest National Laboratory 

 

Observations from these results are as follows: 

(1) Selection of generator pairs plays an important role in affecting the damping ratios of 
the North-South mode. From the simulation results, decreasing generation in Alberta 
and BC Hydro areas have more impact on modal damping than selecting generators in 
the Northwest area, even though they result in teh same COI flow.  The same generator 
from the North, combining with different generators in the South, also exhibits different 
effects on modal damping. 

(2) The same amount of adjustment of real power output at different generator locations 
results in different flow decreases on the COI.  Therefore, unless more specific 
instructions are given, it is very difficult to implement the command of "cutting COI 
flow by 10%", regardless of the final effect on damping.  For example, Figure 26 shows 
that decreasing generation in the New Mexico and Arizona areas has less impact on 
decreasing COI flow, compared to PG&E and Southern California Edison areas. 

Based on the observed difference in damping ratio enhancement, it is quite necessary to further 
investigate sensitivity information regarding selecting generators to ensure the most effective 
and efficient way for improving DR.  Adjustment at the tie-line level can serve as general 
guidance, while specific MANGO procedures at the generator level would be more meaningful 
to achieve a more certain end result.  In the rest of this report, both levels will be investigated, 
but the difference should be kept in mind examining the results. 
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MANGO Implementation  
As discussed in Chapter 2, one of essential functions needed for implementing MANGO control 
is to build the relationship between operational parameter and modes for a power system. 
There are two categories of the methods to achieve this, i.e., measurement based methods and 
model based methods. A model based method establishes the relationship using a power 
system model. Thus, its performance depends on the accuracy of the model in describing power 
system responses. Because the operation condition of a power system keeps changing in real 
time, building an accurate dynamic model in real time is not a trivial effort. Past experience 
shows that model responses could be significantly different for real system responses [Kosterov 
et al. 1999]. Measurement based approach relies on high quality phasor measurements, or other 
synchronized measurements, to capture the dynamic responses of a power system. 
Measurement reflects the current system properties of a power grid, and a measurement-based 
approach, with its own advantages, can serve as a good complementary approach to model 
based approaches in establishing the relationship between operational parameters and modes. 
Thus, in this section, both measurement based and model based methods are explored for their 
applicability in building the relationship between modes and operational parameters. Instead of 
focusing on just one specific solution, this section provides a broad view on potential 
approaches and then identifies the most promising one for further investigation (Chapter 5). 

Modal Sensitivity Derived from Eigenvalue Theory  
Eigenvalue analysis techniques are used on an explicit or approximate model of the system. The 
model-based analysis is conducted in a simulation environment.  Therefore, all of the state 
variables are known and available. This allows the eigenvalues, and by extension the frequency 
and damping ratio, to be calculated directly. It further allows the calculation of eigenvalue 
sensitivity to operating parameters. The basic eigenvalue sensitivity is given by [Kundur 1994]: 

φψλ
pp ∂

∂
=

∂
∂ A

(4-4) 

where λ represents the eigenvalues of the system, φ and ψ denote the right and left eigenvectors, 
respectively, and p represents the operating parameter of interest, e.g., generation or load. To 
reduce the computational time for a large power grid, Smed [Smed 1993] proposed a sparse 
method to calculate the modal sensitivity. In [Rommes and Martin 2008], a sensitive pole 
method is proposed to identify the poles that are most sensitive to parameter changes. To arrive 
at a practical solution, the sensitivity must be calculated as a numerical approximation through 
perturbation. Under this assumption, the eigenvalue sensitivity becomes: 

φψλ
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(4-5) 

This basic modal sensitivity method has been applied to the 17-machine system [Trudnowski et 
al. 2006]. The results of the 0.4-Hz modal sensitivity, with respect to generator power output, 
are shown in Figure 27. The two largest sensitivities are associated with generator 17 and 
generator 10.  Increasing the power output of generator 10 will decrease the damping ratio, 
while increasing the power of generator 17 will increase the damping ratio. Generators 17 and 
10 would be the most effective pair to use for generation re-dispatch to improve the 0.4-Hz 
mode damping. The sensitivity information also indicates how much change in damping can be 
expected by the generator power adjustment. 
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Figure 27: Modal Sensitivity of 0.4 Hz Mode in 17-Machine System 

 
   Derived modal sensitivity for interarea oscillation of 17-machine system 

Source: Pacific Northwest National Laboratory 
 

The same eigenvalue sensitivity approach has been applied to the 2009 WECC heavy summer 
case from the previous subsection to identify critical generators for power adjustment to 
improve damping.  Although the sensitivity results match observations from other studies, as 
presented in [Huang et al. 2010], it has one major shortcoming, in addition to the challenge of 
getting an accurate model. During the perturbation process, the change of generation or load is 
absorbed by the swing bus. The sensitivity is affected by the choice of the swing bus. In the 17-
machine system, generator 10 is relatively close to the swing bus.  If the swing bus was moved 
to a further geographical bus location, the interactions would be different, and the sensitivity is 
expected to change as well. To overcome this issue, the concept of relative modal sensitivity is 
proposed.   

Relative Modal Sensitivity  
The eigenvalue-theory-based sensitivity works well to characterize the impact of independent 
variables. However, in the context of operating point adjustment, it involves at least two 
variables. For example, a generation increase at one location will need to be balanced by a 
generation decrease or a load increase at another location. The effect of the adjustment on 
modal damping depends on how the pair is chosen. In another words, modal sensitivity of one 
location is always relative to how the other location is chosen.  

The relative modal sensitivity method still uses perturbation, but rather than perturbing a 
parameter and allowing the swing bus to absorb the difference, this sensitivity method attempts 
to disperse the difference across other locations.  This effectively minimizes the nonlinear effect 
of the fixed swing bus on the sensitivity. That is, if the real power output of a generator is 
increased by 5 MW, then all the other generators in the system will be decreased slightly to 
balance the extra 5 MW of generation.  
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For a general system with N generator and load locations, perturb real power by ΔP at one 
location.  Allocating the perturbation evenly at all other locations results in a change in the 
eigenvalue that can be expressed as: 

⎟
⎠
⎞

⎜
⎝
⎛

−
Δ

∂
∂

−−⎟
⎠
⎞

⎜
⎝
⎛

−
Δ

∂
∂

−Δ
∂
∂

=

Δ
∂
∂

++Δ
∂
∂

+Δ
∂
∂

=Δ

1121

2
2

1
1

)1(

N
P

PN
P

P
P

P

P
P

P
P

P
P

N

N
N

λλλ

λλλλ

K

K

 (4-6) 

The same magnitude perturbation applied to a different location would result in: 
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The differences of equations (4-6) and (4-7) is 
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Relative sensitivity between locations 1 and 2 can then be derived as 
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This equation clearly shows the relative nature of the modal sensitivity for operating condition 
adjustment. If all locations are perturbed, applying equation (4-9) to all the perturbations can 
generate N-1 relative sensitivities: 
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Other relative sensitivity can be obtained directly by differentiating two related relative 
sensitivities.  For example, 
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Note that an alternative way of computing relative sensitivity is to form a basic set of generator 
pairs, as in equation (4-10), and compute the relative sensitivity directly. This alternative 
approach is simple and will result in the same relative sensitivity estimation as the linearized 
sensitivity equations, such as equations (4-6) and (4-7).  In reality, because of nonlinearity, an 
error term will appear on the right side of the sensitivity equations. Thus, it is proposed that the 
system be perturbed in such a way that the eigenvalue changes are mainly caused by only one 
generation change. The proposed approach helps reduce the influence of nonlinear effects from 
all other generators in that the perturbations are dispersed, and thus are relatively small in all 
other generators.  

Figure 28 shows the results of the relative sensitivity method as applied to both generator and 
load locations in the 17-machine system. All the sensitivities are relative to the swing bus used 
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in the previous section.  Figure 28 shows that the sensitivities are identical to those obtained in 
the previous section in Figure 27. Because the swing bus absorbs the power imbalance, the 
sensitivities are relative to the swing bus generator. Therefore, the sensitivities obtained in the 
previous section are actually relative sensitivities between other generators and the swing bus 
generator. 

Figure 28: Relative Modal Sensitivity of the 0.4 Hz Mode in the 17-Machine System 

 
   Relative modal sensitivity for interarea oscillation of 17-machine system 

Source: Pacific Northwest National Laboratory 
 

The most significant importance of the relative sensitivity concept is that it provides the insight 
for guiding operating condition adjustment to improve damping.  In other words, to improve 
damping, the most effective pair are the locations with the largest sensitivity differences. For the 
17-machine system, the pair is generator 10 (the largest negative slope) and the load at bus 34 
(the largest positive slope).  Decreasing 1-p.u. generation at generator 10 and increasing 1-p.u. 
load at bus 34 would increase the damping ratio by 0.275% [= 0.15% − (−0.125%)]. This requires 
increasing the load, which may not be practical.  If load adjustment is not preferred, as in many 
situations, the most effective generator pair is the generators 10 and 17. A 1-p.u. adjustment 
(generator 10 decrease and generator 17 increase) would result in damping increase of 0.2% [= 
0.15% − (− 0.05%)]. 

In order to overcome the shortcomings with model inaccuracy, it is highly preferable to 
estimate relative sensitivity from measurement. As the next chapter will show, this estimation 
problem can be formulated as a recursive estimation process using least square methods. It can 
be applied to currently available measurements and does not require special arrangements. This 
makes this method a practically viable option. 

Mode Shape  
Modes and mode shapes are key parameters describing the oscillations. Modes describe the 
system’s oscillation frequency and damping behavior. Mode shapes describe the relative 
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participation of state variables in a particular mode [Kundur 1994]. They provide vital 
information for improving system stability and reliability. They both can be estimated from 
PMU measurements. 

In small signal stability studies, a power system is linearized around an operating point and 
described by a state space model as 

uBxAx Δ+Δ=Δ&  (4-12) 

xCy Δ=Δ  (4-13) 

The modes are the eigenvalues (denoted by λi) of the A matrix; The mode shape is the right 
eigenvector (denoted by φi) of the A matrix. For a particular eigenvalue λi, there is a column 
eigenvector of [ ]Tniiii φφφφ ...21= . If an accurate dynamic model can be found for a power 
system, the system eigenvectors can be calculated using eigenvalue analysis. Yet, due to the 
complexity and ever-changing property of the power grid, the effort of obtaining an accurate 
model is non-trivial. 

With the penetration of PMU measurement, measurement based method for estimating mode 
shape is an alternative approach. The mode shape can be estimated using high quality PMU 
data. The mode shape can be estimated through identifying a transfer function [Zhou 2009 
General Meeting] from measurement as the following. 

(1) Identify a couple of measurements (denoted by lyΔ , kyΔ ) , which measure the states of 
interest. The states could be rotor angles and speeds, bus voltage angles and frequencies 
et al, whose mode shape are of interest. 

(2) Build a transfer function (
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sy
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lk Δ

Δ
= ) between the two measurements. There are 

many system identification methods available to build either causal or non-causal 
transfer function based on time series measurements.  

(3) Estimated the eigenvalue λi of interest. There are extensive studies (as described in 
Chapter 3)  on how to estimate power system modes based on measurements. The mode 
λI can be obtained from measurements. 

(1) (4) Estimate the mode shape by evaluating transfer function )(sGlk  at mode λI.  

The performance of this measurement based mode shape estimation method has been evaluated 
using Monte-Carlo method. It is shown that the accuracy of mode shape estimation depends on 
the accuracy of the transfer function. 

The derivation procedure for this method is described as following. According to section 12.2.8 
of [Kundur 1994], the relationship between input and output vectors can be written as 

( ) )()( 1 suBsICsy ΔΨΛ−Φ=Δ −  (4-14) 

where  [ ] nn
n C ×∈=Φ φφφ L21  is the right eigenvector matrix for A, 

[ ] nnTT
n

TT C ×∈=Ψ ψψψ L21  is the left eigenvector matrix for A, 
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[ ] nn
n Cdiag ×∈=Λ λλλ ...21  is the diagonal eigenvalue matrix, and ‘s’ is the Laplace 

operator. 

Assume that the state variable Δxk is measured at output channel Δyk . Then,  

 ( ) )()( 1 suBsIcsy kk ΔΨΛ−Φ=Δ − , 

where [ ] n
k Rc ×∈= 100100 LL  is a row vector which has 1 at its kth  entry and 0 at 

other entries. Thus, 
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Similarly, assume that the state variable Δxi is measured at output channel Δyi.  Then,  
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Construct a transfer function between state variables measured at Δyi and Δyk using  (4-15) and 
(4-16).  It gives 
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Consider only mode λI.  Equation (4-17) is simplified to 
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Assuming that mode λI is known, (4-17) and (4-18) can be used to estimate the mode shape of 
mode λI based on measurement data. 
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With a similar derivation procedure, the left eigenvector  can also be estimated from the 
measurement with a special probing scheme [Zhou et al., General Meeting 2009].  The caveat is 
that the probing scheme is not in today's practice and would require significant adjustment to 
make it happen.  Once the right and left eigenvector are estimated, participation factor can be 
calculated as the product of the elements of right and left eigenvector. 

The left and right eigenvectors, and participation factors are important parameters for 
evaluating small signal stability properties of a power grid [Kundur 1994].  Yet, to establish a 

MANGO control, the sensitivity of mode with respect to operational parameter (i.e., 
p∂

∂λ
) is of 

interest.  According to the model-based eigenvalue sensitivity presented in a previous section, 
the sensitivity could be established through ΦAΨ

pp ∂
∂

=
∂
∂λ .  Note that left and right eigenvectors 

can be obtained from measurement using the method described above. The only missing part is 

p∂
∂A

. For general case, there is no straight forward way of obtaining this derivative from 

measurements to the authors’ current knowledge. Additional research studies are needed to 

establish a method for estimating 
p∂

∂A
 from measurements to close the loop for estimating 

modal sensitivity using this approach. 

Relative Participation Factor  
The participation factor is an excellent indicator of controllability.  Also, it requires less 
information to calculate.  Its original development focused upon feedback control (specifically 
PSS units).  A new term, “relative participation,” is introduced here as a potential indicator for 
adjusting generation schedule to improve damping.  The earliest and likely the best widely-
referenced paper on participation factors is by [Pagola et al. 1989].   

The participation factor for mode i and state m is defined to be 

imimimp φψ=  (4-19) 

where  imψ  is the mth element of iψ , and uim is the imφ  element of iφ .  The participation factor 
can be interpreted using equation (4-20) 

ii
i

dp
dA

dp
d

φψ
λ

=  (4-20) 

and the feedback system in Figure 29. 
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Figure 29: Feedback System Perspective of Participation Factors 
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    Participations perspective for generator participation factor. 

Source: [Pagoloa et al. 1989] 
 

Using the system structure in Figure 29, equation (4-20) becomes 

im
i p

dK
d

=
λ

 (4-21) 

This equation is the foundation for selecting generators for placing PSS units when xm is the 
speed state of a generator[Rogers 2000].  Basically, the equation tells us that the vector of 
departure in the root locus is equal to the participation factor when one controls the speed state 
of a generator.  In this sense, it is a direct unit-less measure of controllability for the generator 
corresponding to state m on mode i.  The magnitude of pim is the rate at which the locus leaves 
the open-loop pole and the angle of pim is the angle of departure.  Another interpretation is that 

iim Rp =  (4-22) 

where Ri is the transfer-function residue for mode i in the forward path of the system in Figure 
29 [Pagola et al. 1989]. 

 The participation factor is a direct indicator of controllability in a feedback sense.  What is 
needed is a relative indicator.  That is, what is the impact on the mode if control is applied in 
one area with respect to another area?  The proposed indicator is 

ikimimk ppp −=Δ  (4-23) 

Where imkpΔ  is termed the “relative participation factor” between states m and k.   

Consider two areas interconnected by a tie line of interest.  In the application proposed here, 
state m is the speed of a generator in area one and state k is the speed of a generator in area two.  
Equation (4-23) has several interesting properties that entice hypotheses about mode i: 

1. Property:  If areas one and two swing together and both areas have high controllability, then 
imkpΔ  will tend to be small. 

 Hypothesis:  Changing the tie line will likely have little impact on the mode. 
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2. Property:  If areas one and two swing against each other and both areas have high 
controllability, then imkpΔ  will tend to be large. 

 Hypothesis:  Changing the tie line will likely have significant impact on the mode. 

3. Property:  If area one has high controllability and area two has low controllability, then 
imkpΔ  will tend to scale to area one and be mid sized.  

Hypothesis:  The mode passes through area two; that is, area two is near the null of the 
mode.  Changing the tie line will depend on the magnitude of pim which is approximated by 

ijkpΔ . 

Overall, imkpΔ  is not as a direct indicator as the sensitivity in equation (4-20); but, it may 
provide the desired critical information.  The advantage, as stated in [Trudnowski Report 2009], 
is that it can be estimated from measured data with a special probing scheme.  Same as the right 
eigenvalue estimation in the previous section, the challenge is that the probing scheme is not in 
today's practice and would require significant adjustment to make it possible. 

Relative Energy  
An additional index for determining the perturbed generators is termed “relative energy.”  The 
autospectrum of the relative speed between two generators is calculated at the known 
frequency of the electromechanical mode.  The calculation is conducted for several pairs of 
generators.  The pair of generators with the largest autospectrum is selected as the ones for 
adjustment.  As shown in [Trudnowski Report 2009], the relative energy is a function of the 
right eigenvector, which can be estimated from measurement, but needs a special probing 
scheme.   

The relative speed between two generators is defined by 

)()()( txtxty mk −=  (4-24) 

where xk is speed state of generator one and xm is the speed state of generator two.  Denote its 
spectrum as yyS . Then, it has two interesting properties: 

• If the two generators swing together, ( )iyyS ω  is small. 

• If the two generators swing against each other, ( )iyyS ω  is large. 

Like the relative participation factor concept, relative energy can serve as an index in providing 
guidance for damping improvement. But the availability of required measurement is a 
challenge. 

Relative Mode Shape  
The last indexing term considered for identifying the perturbed generators is the relative mode 
shape defined by 

imik uu −=Shape Rel  (4-25) 

The relative shape has similar properties as the relative energy. 
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Summary 
Extensive simulation studies indicate that several candidates of operational parameters exist for 
adjustment to improve modal damping. These include generator real output (governor set 
point), generator reactive output (exciter set point), generator control parameters such as PSS 
time constants, and load adjustment. Among these candidates, generator real output is the most 
effective and practically feasible option, with the load adjustment being another option when 
necessary.  

MANGO control in the operational environment can be implemented at two levels: the tie line 
level and the generator level. General knowledge from observations of past oscillation events is 
that reducing the power flow (i.e. the tie-line flow) between two groups of generators oscillating 
against each other would help to improve damping. This tie-line level control can provide 
general guidance but has uncertainty in the end results due to locational effect of generation or 
load adjustments. This has been shown in the extensive simulation studies presented in this 
Chapter. Several test systems with sizes ranging from SMIB to the WECC scale have been used 
to demonstrate the locational effect. It is observed for the WECC system that decreasing 
generation in Alberta and BC Hydro areas has more impact on modal damping than selecting 
generators in the Northwest area, even though they result in the same COI flow. Based on the 
observations, it is clear that adjustment at the tie line level can serve as general guidance, while 
specific MANGO procedure at the generator level would be more meaningful to achieve a more 
certain end result.  

Operational parameters can be used to improve modal damping. The question left is how to 
establish the relationship between operational parameters and damping and determine the 
necessary control actions. A broad range of methods, both measurement-based and model-
based, have been investigated in this Chapter. Give the difficulty in obtaining an accurate 
system model in real time, measurement-based methods are preferable. Several indicators are 
proposed. The relative modal sensitivity method is identified to be the most practically viable, 
compared to others. The next Chapter will continue the investigation to develop and test a 
specific implementation approach for estimation relative modal sensitivity. 
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CHAPTER 5: 
Modal Sensitivity Estimation 
from Real-Time Measurements 
The studies in the previous chapter clearly indicate the opportunity of operating point 
adjustment for damping improvement, as well as the locational effect of the adjustment. A key 
step in the method is to quantify the sensitivity of damping to operating parameters such as 
generation, load and tie-line flow. Modal sensitivity studies have been used to study most 
influential factors in inter-area oscillations [Tse and Tso 1991], as well as to identify the proper 
locations for PSS [Chung 2003] and FACT devices [Ilea 2009]. This chapter explores the 
sensitivity from the eigenvalue theory perspective and introduces the concept of obtaining 
relative modal sensitivity from measurements. The objective is to identify the right operating 
parameters for adjustment. In some cases, especially for small systems, engineering experience 
can provide satisfactory selection of parameters for operation actions. However, experience-
based selection may not identify the most effective options for large-scale complex systems, 
such as the western U.S. power grid. Systematic methods have yet to be developed for selecting 
locations for damping improvement.   

There are many controllable variables, which may be controlled by operators to improve mode 
damping.  In this section, the focus is placed on controls at two levels as discussed in the 
previous chapter, i.e., the tie line flow level and generator (plant) level because they can be 
controlled by an operator with little disturbance to the service of client.  

Relative Modal Sensitivity with Respect to Tie-line Flows 
The appearance of lightly damped inter-area modes has been associated with “transmitting 
bulk power over long distances” [Pai 2004][Klein 1991].  Based on this observation and follow-
up studies, Bonneville Power Administration (BPA) currently uses a dispatcher standing order 
(DSO) 303 for mitigating system oscillation problems.  In the general case, when oscillations are 
observed, the DSO calls for reducing tie-line transfer on the affected path by increments of 10% 
until the damping is satisfactory. If the modal sensitivity with respect to (w.r.t.) tie-line flow can 
be estimated, the dispatcher order can be enhanced with specifics, such as the amount of power 
adjustment and the damping improvement to expect. This subsection proposes a modified 
stepwise regression (MSR) method to estimate the modal sensitivity w.r.t. power flow on major 
transmission lines. The proposed method uses the measurement-based modal analysis results to 
estimate the modal sensitivities. 

Problem Formulation 
When the operational points of the power grid do not change significantly, the relationship 
between the DR changes and line flow changes may be described in a linearized form as 
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where the Δp represents real power changes in the transmission lines from previous instance, 
NLine represents the total number of transmission lines, the superscript i denotes that it is the ith  
time instance, DR represents the damping raito of an oscillation mode of interest, and ΔDR 
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denotes the changes of the damping ratio from previous instance.  Note that for real-time 
application, the modal sensitivity jpDR ∂∂ ’s are unknown constant and need to be estimated.  
ΔDR can be estimated from real-time phasor measurement using a ModeMeter 
algorithm[Hauer General Meeting 2007]. Δp can be derived from field measurement. 

Taking advantage of the natural variations in oscillation modes and operating points over a 
period of time, the following equations may be formed after N time instances to estimate the 
modal sensitivity using modal analysis results 
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or in matrix format as 

ε+
∂

∂
⋅Δ=Δ

p
DRPDR  (5-3) 

From initial observation, when N≥NLine, (5-2) appears to be solvable for the modal sensitivity 
using least square optimization. The standard least square solution can be denoted as 

( ) DRPPP
p
RD TT ΔΔΔΔ=

∂
∂ +ˆ

 (5-4) 

where “+” denote the operation of matrix pseudo inverse and “T” denotes matrix transpose. 
The residues of the least square solution can be calculated by 

p
RDPDRr

∂
∂

Δ−Δ=
ˆ

ˆ  (5-5) 

For normal cases, the standard least square solutions of (5-4) are usually stable and reliable. 
However, for most of cases studied in this paper, the least square solution of (5-4) cannot 
provide stable modal sensitivity solutions because of the ill-conditioned nature of the problem. 
The real powers on different transmission lines are usually not independent. For example, in 
Figure 30 of a two-area-four-machine model, there are two transmission lines between bus 3 
and 101. Due to the symmetric structure, the power flows in those two transmission lines are 
highly correlated. Another example is that the sum of real power flows into bus 3 equals to 0. 
Because of these correlations among the real power on transmission lines, the columns in ΔP 
matrix of (5-3) are usually linearly dependent, or very close to being linearly dependent. The 
linear dependency causes the ΔP matrix to be ill-conditioned, which in turn leads to unstable 
and unreliable solutions using standard least square solvers. The following sections address this 
problem by developing a modified linear regression method. 
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Figure 30: Transmission Line with Major Modal Sensitivities in the Two-Area, Four-Machine 
System 

 
The transmission line highlighted in magenta represents the line with 
major modal sensitivities in the two-area, four-machine system 
Source: Adapted from [Chow and Rogers 2000] 

 

Review of Existing Regression Methods 
To reliably solve the ill-conditioned regression problem defined by (5-3), three commonly-used 
regression algorithms were explored. Some initial tests were performed and revealed that these 
algorithms are not suitable to be directly applied to the problem. A brief discussion and 
summary of these algorithms are as follows: 

(1) Multiple linear regression method [Makridakis 1998]: In the statistics toolbox of 
MATLAB®, a standard multiple linear regression is provided by function “regress”. To 
deal with linearly dependent columns, the “regress” function generates coefficients of 
value 0 for the corresponding linearly dependent columns. Applying the function 
“regress” directly on the simulation data generated from the two-area-four-machine 
model, big errors in sensitivity estimation are observed.  Instead of being perfectly 
linearly dependant, most of columns of the ΔP matrix are very close to being linearly 
dependent. This causes the ill-conditioned problem and results in significant errors in 
the solutions. Simulation results show that the standard multiple linear regression 
method is not suitable for solving the modal sensitivity estimation problem. 

(2) Partial least-square regression [Wikipedia Partial LS regression]: In the statistics toolbox 
of MATLAB®, the partial linear regression is provided by function “plsregress”. To 
overcome the difficulty from the correlation among columns of ΔP matrix in (5-3), latent 
variables are introduced by the partial least square regression method. The latent 
variables are independent variables, which serve as a transform to connect transmission 
line flows and oscillatory modes. The ill-conditioned problem is well taken care of by 
this method. Yet, the latent variables are formed according to mathematical needs to 
overcome the ill-conditioned problem. The latent variables do not carry any physical 
meaning. Thus, the modal sensitivity cannot be readily obtained from the solution of 
partial least square regression. 
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(3) Stepwise regression method [Wikipedia Partial LS regression]: In the statistics toolbox of 
MATLAB®, the stepwise regression is provided by function “stepwisefit”. “Stepwise 
regression is a systematic method for adding and removing terms from a multilinear 
model based on their statistical significance in a regression” [Mathworks Statistics 
Toolbox]. It uses statistical methods to remove the redundant variables. This method 
appears to be a good fit for the modal sensitivity estimation problem. However, a 
detailed review shows that the stepwise regression method checks the null hypothesis 
(i.e., whether a coefficient should be set to 0) to determine whether a variable should be 
included. According to initial simulation tests on the two-area-four-machine system 
model, the null hypothesis test results in some lines with little changes being mistakenly 
included with high priority, and the inclusion of these variables results in large errors in 
sensitivity estimation.  

In summary, the above three regression algorithms are not suitable to be directly applied to 
solve the modal sensitivity problem defined by equation (5-3).  

A Modified Stepwise Linear Regression Method 
In this section, a modification to the stepwise regression method is proposed to overcome its 
difficulties in priority assignment to the explanatory variables (i.e., real power flow on the 
transmission lines). The proposed algorithm is referred to as a modified stepwise regression 
(MSR) method. The major difference is the way how major explanatory variables are identified. 
The proposed MSR method uses the percentage of contributions, instead of the null hypothesis 
tests as being used in the original stepwise regression method.  The essence of the MSR is to 
select a subset of independent columns from matrix ΔP that are able to account for most of the 
variations in the mode DR.  

The proposed MSR method can be performed using the following procedure: 

(1) Set nStep=1; Initialize the subset of selected independent columns to be empty; Initialize the 
subset of processed columns to be empty; Initialize the subset of remaining columns to have 
all the columns from matrix ΔP;  

(2) One at a time, add each column from the remaining columns to the selected independent 
columns to form a group of candidate subsets with nStep columns. Fit each candidate subset 
to the mode changes using standard multiple linear regression function regress. 

(3) Identify one candidate subset that can best explain the mode changes (i.e., with smallest 
residues as defined in  (5-5)). The corresponding column with the best fit is then moved 
permanently to the subset of selected independent columns.  

(4) Calculate the relative residues defined by (5-6). The relative residues shows ΔDR which still 
cannot be explained by all the selected independent columns. 

DRrr Δ= ˆ*100%ˆ  (5-6) 

Thus, the difference between current relative residues and previous relative residues shows 
the contribution in percentage of the newly added column in explaining ΔDR. The 
difference is denoted as percentage contribution and recorded to rank the significance of 
the new column in the selected independent columns. 
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(5) Fit each of the remaining columns with the selected independent columns to identify the 
linear dependency. If a column is identified to be linearly dependent on the selected 
independent columns, it is moved to the subset of processed columns and the correlation 
between the processed columns and selected independent columns is recorded. 

(6) Set [nStep]= [nStep]+1. 

(7) If the subset of remaining columns becomes empty or adding an additional column in the 
selected independent columns does not reduce the relative residues significantly, end the 
procedure. Otherwise, go to step 2.  

With the MSR algorithm, a subset of independent columns in matrix ΔP can be identified in the 
resulting subset of selected independent columns. This subset of the independent columns can be 
used to fit the ΔDR without causing an ill-conditioned problem because they are ensured by the 
procedure to be linearly independent. After the selected independent columns are identified, the 
percentage contributions (defined in step 4) are used to sort the columns according to their 
significance in explaining the mode changes. In addition, correlation between the processed 
columns and selected independent columns can be used to group the transmission line together to 
reveal their dependency. 

In the following sections, simulation studies are performed to verify the performance of the 
proposed MSR method. To simulate real world application, simulation data consists of the 
inter-area mode of interest and real power flow on major transmission lines. Power System 
Toolbox (PST) version 3.0 [Chow 1992] is selected to generate the simulation data for small- and 
medium-size systems. The DSA Tools [Powertech Labs] is used to generate simulation data for 
the WECC system. Note that while the modes in simulation data are calculated using the 
eigenvalue analysis module of the PST or the DSA Tools, in real world application the modes 
can be estimated from phasor measurements using ModeMeter algorithms [Hauer General 
Meeting 2007]. Linear regression models are built to correlate the real power on major lines to 
the DR of an inter-area mode using the proposed MSR method. 

Case Studies Using a Two-Area Four-Machine System; 
A two-area four-machine system [Chow and Rogers 2000], shown in Figure 30, is used to 
generate simulation data for studying the MSR algorithm in estimating modal sensitivities w.r.t. 
line flow. Area 1 consists of generators at bus 1 and 2, and load at bus 4; Area 2 consists of 
generators at bus 11 and 12, and load at bus 14. The two areas are connected through long 
transmission lines between bus 3 and 13 with static VAR compensator support on bus 101. For 
the base case, the system has an inter-area mode at Freq=0.65 Hz and DR=5.37%, which is 
chosen as the mode of interest. The mode shape of this mode reveals that the generators in Area 
1 oscillate against generators in Area 2 at this mode. The real power of 400 MW flows from Area 
1 to Area 2 through the tie lines between buses 3 and 13. 

To simulate the random generation variation, 10% random perturbations of base case power 
outputs are added to the generators to create 300 cases. For each case, loads are kept unchanged 
to simplify the study. The DR of the inter-area modes and the real power of every transmission 
lines are recorded in a data file. The proposed MSR algorithm is applied to study the DR 
sensitive w.r.t. real power on the transmission lines. The study results are summarized in Table 
6. 
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In Table 6, major columns of ΔP are arranged in 5 groups, according to the correlation study in 
step 4 of the MSR. The first transmission line in each group consists of the selected independent 
columns of ΔP. The other transmission lines in the same group are highly correlated to the first 
line. It can be observed from Table 6 that about 94% of mode DR changes can be explained by 
the power flow on the transmission lines in group #1. This means that the mode DR is mainly 
dependent on the power flow in group #1. The transmission lines in group #1 are marked in 
magenta lines in Figure 30. It can be observed that these are inter-area tie lines and lines highly 
correlated to tie lines.  The mode sensitivity with respect to the tie line, defined by bus 3 to 101, 
is -2.38. This means that to increase the DR of the inter-area mode by 2.38%, the real power flow 
in the tie line (from 3 to 101) should decrease by 100 MW. 

It is also observed that the mode sensitivity w.r.t. groups 3 (line from bus 3 to 4) and #4 (line 
from bus 13 to 14) is extremely large, while their percentage contributions are very small. 
Further examination of the data reveals that those lines do not have significant power flow 
changes because the loads remain constant for all cases. Thus, the sensitivity indexes cannot be 
reliably estimated and they may take large values just to compensate for numerical noises. The 
sensitivity indexes estimated for these lines should be considered invalid because of their low 
percentage contributions. 

Table 6: Mode Sensitivity With Respect to Line Flow in Two-Area, Four-Machine System 

Group 
Index 

Line 
Index 

From 
Bus 

To 
Bus 

DR 
Sensitivity  

Percentage 
Contribution 
to mode DR 

1 

5 3 101 -2.38 94.2% 

4 3 20 - - 

6 3 101 - - 

11 13 101 - - 

12 13 101 - - 

13 13 120 - - 

2 

1 1 10 -0.22 3.5% 

2 2 20 - - 

7 10 20 - - 

3 3 3 4 5.6e8 1.7% 

4 10 13 14 -3.8e5 0.2% 

5 

9 12 120 -0.12 0.0% 

8 11 110 - - 

14 110 120 - - 

Modal sensitivity with respect to line flow for two-area, four machine system using 
proposed MSR method.  The symbol "-" indicates that this line is not selected in the 
dependency analysis of the proposed MSR method. 

  Source: Pacific Northwest National Laboratory 
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With the sensitivity derived, it can be observed that the tie line, compared to other transmission 
lines, plays a dominant role in the inter-area mode. The DR changes of the inter-area mode are 
related to the line flow as follows: 

ε+Δ−Δ−=Δ >−>− 1011013 22.038.2 ppDR  (5-7) 

To verify the results, some additional independent validation cases are generated. The DR 
changes predicted from (5-7) are compared against the true mode changes from PST simulation. 
The results are summarized in the Table 7. It can be observed from Table 7 that the estimation 
results are consistent with the true sensitivities, with only minor estimation errors. 

Table 7: Validation of Mode Sensitivity With Respect to Line Flow for Two-Area, Four-Machine 
System 

Case Index 1 2 3 4 

Ref bus 1 1 1 1 

Adjust Gen Gen3 

(on bus 
11) 

Gen3 

(on bus 
11) 

Gen4 

(on bus 
12) 

Gen 4 

(on bus 
12) 

Adjustment 

(PU) 

0.5 1.0 0.5 1.0 

1013 >−Δp  -0.254 -0.502 -0.265 -0.525 

101 >−Δp  -0.546 -1.076 -0.569 -1.125 

Estimated 
DR 

changes 
(%) 

0.724% 1.432% 0.756% 1.498% 

True DR 
changes 

(%) 

0.790% 1.475% 0.763% 1.440% 

Relative 
Err 

-8.4% -2.9% -1.0% 4.0% 

   Source: Pacific Northwest National Laboratory 
 

To show the advantage of the MSR over the regular stepwise regression algorithm, the latter is 
also applied to the same set of data using “stepwisefit” function provided by the statistic toolbox 
of MATLAB®. The resulting sensitivity estimation is summarized in Table 8. The Std Err of last 
column is the standard deviation of the estimated DR sensitivities. Combined the the estimated 
DR sensitivity, Std Err is used to determine whether the DR is sensitive to the corresponding 
line in statistics sense. When the estimated DR sensitivity is very much likely to be 0, the DR is 
believed to be not sensitive to the corresponding line. The line is marked as ‘out’ in the status 
column when the DR is not very sensitive to that line and as ‘In’ when the DR is sensitive to that 
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line.   The resulting relationship between the inter-area modes and real power on transmission 
line can be summarized from Table 8 as 

ε+Δ−Δ−

Δ−Δ+Δ+Δ+Δ=Δ

>−>−

>−>−>−>−>−

12011012012

141343202101203

45.1438.15

557.4886.268.1394.1277.29

pp

pepepppDR
 (5-8) 

This result indicates that the regular stepwise regression could not single out the most 
influential transmission lines. Some lines (e.g., line 3 from buses 3 to 4; and line 10 from buses 
13 to 14) with little changes are mistakenly included with high priority. Also note that the first 
three terms on the right-hand side of (5-8) are highly correlated because they all tied to bus 20 
(directly or indirectly) which has no other injections. This correlation results in ill-conditioned 
problems for least square optimization. As such, the regular stepwise regression method is not 
suitable to study the modal sensitivity estimation problem. 

Table 8: Mode Sensitivity With Respect to Line Flow in Two-Area, Four-Machine System Using 
Normal Stepwise Regression 

Line 
Index 

From 
Bus 

To 
Bus Status DR 

Sensitivity  Std Err 

5 3 101 Out 0 0.01 

4 3 20 In 29.77 0.61 

6 3 101 Out 0 0.01 

11 13 101 Out 205.60 109.03 

12 13 101 Out 205.60 109.03 

13 13 120 Out -102.81 54.51 

1 1 10 In 12.94 0.48 

2 2 20 In 13.68 0.49 

7 10 20 Out 0.00 0.004 

3 3 4 In 2.86e8 2.81e7 

10 13 14 In -4.57e5 3.60e4 

9 12 120 In -15.38 0.43 

8 11 110 Out 0.00 0.01 

14 110 120 In -14.45 0.41 

   Source: Pacific Northwest National Laboratory 
 

Case Studies with the Simplified WECC System 
A mid-size simplified WECC system [Trudnowski and Undrill 2008], shown in Figure 31, is 
used to further evaluate the performance and the scalability of the proposed algorithm. The 
system consists of 34 generators, 120 buses, 115 lines and transformers, 54 generator and load 
transformers, 19 load buses, and 2 DC lines. Two types of generator models (i.e., salient pole 
model and round rotor model) are used. Each generator is equipped with an exciter model. 
Three generators are equipped with power system stabilizers (PSS) to damp local modes. 
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 For the base case, the system has an inter-area mode at Freq=0.339Hz and DR=1.26%, which is 
chosen as the mode of interest. The mode shape of this mode reveals that the generators in the 
middle area (enclosed by the green circle) oscillate against the generators in the upper and 
lower areas (enclosed by the red circles). To simulate the random generation variation, 10% 
random perturbations of the base case power output are added to each generator to generate 
1000 cases. To simplify the study, loads are kept unchanged. The study results for DR 
sensitivity using the MSR algorithm are summarized in Table 9. For clarity, only the lines with a 
percentage contribution higher than 0.5% are presented. 

Figure 31: Transmission Lines with Major Modal Sensitivities in the Simplified WECC System 

 
Circled areas represent different areas of interaction for the 
mode of interest (north-south mode mode shape). Highlighted 
lines have high modal sensitivity for the mode of interst. 

   Source: Adapted from [Trudnowski and Undrill 2008] 
 

In Table 9, major columns of ΔP are arranged in 14 groups. The first transmission line in each 
group consists of the selected independent columns of ΔP. The other transmission lines in the same 
group are highly correlated to the first line. It can be observed from Table 9 that two groups of 
transmission lines contribute significantly to the variation of the inter-area mode. The first 
group contributes 39.4% of the DR changes. The location of the first line group is marked as 
blue lines in Figure 31. It can be observed that the 1st line group is a group of tie lines between 
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two oscillation areas defined by the mode shape. The modal sensitivity w.r.t. the first line is -
0.53, which means that the DR of the inter-area mode can be increased by about 0.53% if the line 
flow from bus 83 to bus 103 is reduced by 100 MW. The second group of transmission lines is 
located in the top of the figure. They are marked as magenta lines in Figure 31. Their 
contribution to the ΔDR of the inter-area mode is about 35.4%. According to the mode shape, 
these are also tie lines between the two areas which oscillate against each other. The sensitivity 
is 1.08, which means that the DR of the inter-area mode can be increased by 1.08% if the tie line 
flow from bus 119 to bus 117 is reduced by 100 MW. 

Table 9: Modal Sensitivity With Respect to Line Flow for Simplified WECC System 

Group 
Index 

Line 
Index 

From 
Bus 

To 
Bus 

Mode 
Sensitivity 
of DR 
changes. 

Percentage 
Contribution 
to mode DR 

1 97 83 103 -0.53 39.4% 
98 103 102 - - 

2 

166 117 119 1.08 35.4% 
163 6 106 - - 
164 106 119 - - 
165 106 117 - - 

3 79 84 20 -0.22 4.8% 
4 133 49 113 0.05 2.3% 

5 

73 33 83 -0.50 3.8% 
14 32 33 - - 
74 33 85 - - 
75 83 85 - - 
76 83 84 - - 
77 83 84 - - 

6 65 7 10 -0.03 2.8% 

7 
142 57 66 0.13 1.4% 
143 57 98 - - 
144 98 66 - - 

8 69 10 13 -0.06 0.71% 
9 161 72 69 -0.06 0.73% 
10 89 86 88 -0.32 1.07% 

11 
58 80 7 -0.28 1.02% 
56 80 81 - - 
57 81 7 - - 

12 124 114 46 0.08 0.80% 

13 

138 113 57 0.09 0.68% 
136 113 57 - - 
137 113 57 - - 
138 113 57 - - 
139 113 116 - - 
140 116 57 - - 

14 40 29 28 0.03 0.51% 
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   Source: Pacific Northwest National Laboratory 
 

Note that in the simulation studies discussed above, the mode data are obtained through 
calculating eigen values of a linearized model. For an application of real time mode damping 
control, the dynamic models are usually not accurate enough for a real world system. To obtain 
the mode of a real world power system, it is more practical to estimate the modes through 
ModeMeter algorithms [Hauer General Meeting 2007] using phasor measurement data. An 
accurate and robust mode estimation algorithm is required for applying the proposed algorithm 
for controlling mode damping.  

Relative Modal Sensitivity with Repsect to Generation Plant Outputs 
Adjusting tie-line flow can usually be implemented through adjusting generations and/or 
loads. To minimize the disturbance to end users, adjusting generation plants is usually 
preferable over load adjustment. While the sensitivity w.r.t tie-line flows can provide general 
direction of MANGO control, obtaining the modal sensitivity w.r.t. major generation can 
provide finer resolution and help construct an efficient MANGO control with more predictable 
effects. 

Problem Formulation 
In a general power system, first assume power measurements Pi at the locations of generators 
are available from phasor measurements or Supervisory Control and Data Acquisition 
(SCADA) measurements, and modes can be estimated from measurements using mode meter 
techniques [Zhou 2008]. Mode change from one time instant to another can be characterized as a 
linear combination of the effect of power change at all the locations: 
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where N is the number of generators,  ΔPi’s are the generation changes. Given a time series of 
measurements, M equations can be formulated: 

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

+

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

∂
∂

∂
∂
∂
∂

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

ΔΔΔ

ΔΔΔ
ΔΔΔ

=

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

Δ

Δ
Δ

)(

)2(

)1(

2

1

)()(
2

)(
1

)2()2(
2

)2(
1

)1()1(
2

)1(
1

)(

)2(

)1(

M

N

M
N

MM

N

N

M

P

P

P

PPP

PPP
PPP

ε

ε
ε

λ

λ

λ

λ

λ
λ

M
M

L

MOMM

L

L

M
 (5-10) 

Note that there is a constraint on the power balance condition as follows: 
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Due to the dependency of the ΔPi, solving equation (5-10) directly will result in to ill-condition 
problem. 

Solving the Relative Sensitivity Problem 
Eliminating one power measurement, say P1, from (5-10) results in an independent set of 
equations: 
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The terms, 
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λλ , are the relative modal sensitivity introduced in the previous channel.  If M 

> N, a least square method can be used to estimated the N-1 relative sensitivities. This process 
only needs to run once for one operating condition, and all other relative sensitivities can be 
calculated accordingly.  For example 
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There is no need to enumerate all the N(N-1)/2 pairs of generators and loads. The largest 
relative sensitivities of the N(N-1)/2 pairs can then derive the appropriate MANGO 
recommendations.  

The derivation and estimation process does not rely on a specific topology, so conceptually it is 
applicable to any power systems. With the increase of system size, the dimension of the matrix 
in (5-12) increases and the computation time increases, but the principle holds. Some 
implementation issues include the robustness of the method in rejecting measurement noise, 
coordination for recommended adjustment, topology change impact on the effectiveness, and 
multi-mode interaction. It is also worth exploring the combination of three or more locations, 
especially when one pair of locations is limited by their capacity. All these are topics that are 
worthy of future research.  

Case Studies Using a Two-Area Four-Machine System 
To verify the performance of the proposed algorithm in estimating modal sensitivities, the two-
area-four-machine system shown in Figure 30 is used to generate simulation data sets. The 
following study was carried out with the PST version 3.0 [Chow and Rogers 2000]. The base 
case of the two-area-four-machine system is originally from the PST. For the base case, the 
system has an inter-area mode, which is chosen as the mode of interest. To simulate the random 
load and generation variation, random perturbations are added to the generator outputs and 
loads to generate 300 cases.  G1 is chosen as the reference for calculating relative modal 
sensitivity. Two groups of data are generated with different levels of perturbation. The first 
group has 1% of load and generation perturbations, while the second group has 10% of load 
and generation perturbations. The PST is used for calculating eigenvalues. For simulation, the 
mode sensitivity can be calculated directly from the model and is used as the reference for 
evaluating the performance of the model sensitivity estimation algorithm.  To unify the sign 
notation of load and generation, the loads are denoted as negative generation. The study results 
are summarized in Figure 32. The sensitivity is relative to the reference generator G1. It can be 
observed that the estimation results are consistent with direct computation. This consistency 
verifies the validity of the proposed algorithm. It is also observed that the estimation error 
increases with the level of perturbation. The damping ratio sensitivity estimation (denoted as 
"Est(0.01)") from 1% perturbation carries slightly less error than that from 10% perturbation 
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(denoted as "Est(0.10"), which indicates the nonlinear behavior introduced by the larger 
perturbation and not modeled in the linearized method. 

Figure 32: Estimated Modal Sensitivity of the Two-Area, Four-Machine System 

 
 Source: Pacific Northwest National Laboratory 
 

To apply the analysis results shown in Figure 32 for generating a MANGO recommendation, 
the largest sensitivity difference should be examined when identifying the most effective 
generator pair.  Figure 32 indicates that the most effective pair is G4 and G1, with the largest 
sensitivity difference being 0.7% per p.u. power. This is consistent with the simulation studies 
in the previous chapter.  The corresponding MANGO recommendation is “increase the G4 
power output by 3 p.u. and decrease G1 by 3 p.u., and the damping ratio is expected to increase 
by about 2.1% (3 p.u. * 0.7 % per p.u.)”.  

To further verify this MANGO recommendation, a time domain dynamic response is generated 
by simulating three-phase fault at bus 3. The fault starts at 0.1 seconds and clears at 0.15 
seconds. The dynamic response for the case before and after MANGO adjustment is shown in 
Figure 33. The blue line shows that responses from the original base case. The red dashed line 
shows the response of system after implementing MANGO recommendation. It can be 
observed that the oscillation response damped out more quickly with the system after MANGO 
adjustment. The figure clearly shows the damping improvement after the implementation of the 
MANGO recommendation.  Prony analysis on the simulated ringdown signal confirms the 
damping improvement. 
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Figure 33: Effectiveness of MANGO Recommended Adjustments for Two-Area, Four-Machine 
System 

 
  Source: Pacific Northwest National Laboratory 
 

Case Studies Using Simplified WECC System 
To evaluate the performance of the proposed algorithm for a medium-size system, a simplified 
WECC system, shown in Figure 31, is used to generate simulation data. For the base case, the 
system has an inter-area mode at Freq=0.339 Hz and DR=1.26%, which is chosen as the mode of 
interest. To simulate the random load and generation variation, random perturbations are 
added to each generator and load to generate 1000 cases. Similar to the previous subsection, two 
levels (i.e., 1% and 10%) of perturbation are simulated. The PST is again used for simulating and 
calculating the eigenvalues for the two perturbation levels. The modal sensitivities calculated 
directly from the model are used as reference for evaluating the performance of the proposed 
algorithm.  To unify the signs of loads and generations, the loads are again denoted as negative 
generation. The study results are summarized in Figure 34. The sensitivity is relative to the 
reference generator Gen1. The estimated modal sensitivity is almost identical from the two 
levels of perturbations denoted by "Est(0.01)" and "Est(0.10)", respectively.  It can be observed 
that the estimation results are consistent with direct computation. This consistency verifies the 
validity of the proposed algorithm.  

To apply the analysis results shown in Figure 34 for generating MANGO recommendation, the 
largest sensitivity difference is examined when identifying the most effective generator pair.  
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Figure 34 shows that the most effective pair is generators at buses 118 and 76 with a relative 
sensitivity of about 0.8 %/p.u. The corresponding MANGO recommendation is “increase the 
generator power output at bus 76 (Gen 32) by 3 p.u. and decrease generator at bus 118 (Gen 34) 
by 3 p.u., and the damping ratio is expected to increase by about 2.4% (=3 p.u. * 0.8 %/p.u.)”. 
The damping improvement is confirmed by the eigenvalue analysis shown in Figure 35, where 
the two estimates (shown in black and green) are very close to the reference sensitivity (shown 
in red). 

To further verify this MANGO recommendation, a time domain dynamic response is generated 
by simulating three-phase fault at bus 86. The fault starts at 5 seconds and clears at 5.095 
seconds. The dynamic response for cases before and after MANGO adjustment is shown in 
Figure 36. The blue line shows that responses from the original base case. The red dashed line 
shows the response of system after implementing MANGO recommendation. It can be 
observed that the oscillation response is damped out more quickly with the system after 
MANGO adjustment. The figure clearly shows the damping improvement after the 
implementation of the MANGO recommendation. 

 

Figure 34: Estimated Modal Sensitivity of the Simplified WECC System 

 
 Source: Pacific Northwest National Laboratory 
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Figure 35: Effectiveness of MANGO Recommended Adjustment for the Simplified WECC System 

 
  Source: Pacific Northwest National Laboratory 
 

Figure 36: Effectiveness of MANGO Recommended Adjustment for the Simplified WECC System 
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Case Studies Using a Full WECC Model   
The proposed method needs to be tested and validated with simulation models and data of 
reasonable size before it can be applied to a real system. To study the scalability of the proposed 
methods, a full WECC model is modified as described in the previous chapter to generate 
simulation data for testing. The focus is placed on the damping ratio changes of the North-
South mode at Frequency=0.1766 Hz DR=2.2%. The SSAT in DSA tools is selected to calculate 
the mode using eigenvalue analysis method because it is the only tool known to the authors, 
which can run small signal analysis on a full WECC model.  

The procedure of the case study can be described as follows. First, generators in the WECC 
model are perturbed to create different scenarios to simulate random generation changes 
during normal grid operation. For each scenario, SSAT is applied to calculate inter-area modes 
to simulate the mode estimation results from a mode meter. Each operational point and 
corresponding inter-area mode are collected and recorded for modal sensitivity studies. Next, 
the proposed method is applied to the simulation data to estimate the modal sensitivities. The 
model accuracy is checked by inspecting the residuals of the model, which are the mode 
changes that cannot be explained by the regression model. Finally, if the model accuracy is 
acceptable, the estimated sensitivities need to be validated. A MANGO control shall be 
generated based on the estimated sensitivities and then applied to the WECC model to verify its 
control effects on the modes. To evaluate the proposed methods, four categories of data sets are 
generated; the modal sensitivity study is performed; and the study results are as summarized as 
follows.  

Random generation perturbation based on generators 
For the first data set, generators in different areas were randomly perturbed.  The location of all 
generators in the WECC system was extracted and used as a basis for selecting the generators to 
adjust.  Utilizing mode shape information from SSAT analysis of the base case, northern and 
southern areas of the system were shown to interact.  Generators in Alberta and British 
Columbia were selected as the north area set.  Generators in Arizona, New Mexico, Mexico, 
Colorado, Nevada, and California were selected as the southern area set. 

With the two modification sets selected, the random variation set could be created.  Generators 
in each set were varied as a percentage of their base output.  The variation range was a random 
value between 70% and 130% (i.e., +/- 30% of the base value).  The total change in each area 
was accumulated and used for a final, overall change.  A specific imbalance between the north 
and south areas was desired, so any deviation from this imbalance was applied to all of the 
generators in the area.  For example, if the random variations of the north set produced a net 45 
MW increase in power, but the desired effect was a 50 MW increase in power, the remaining 5 
MW increase would be spread across all generators in the north data set. 

The purpose of adjusting the two areas (north and south) is to adjust the power on a tie-line, in 
this case the COI.  The idea was to replicate remedial action schemes like BPA’s DSO 303 
(mentioned in Chapter 4’s “MANGO Control at Different Levels” section).  By reducing the tie-
line flow in a variety of ways, the sensitivity analysis can provide a “best set” of generators to 
adjust to maximize the effect of the DSO.  3000 cases were generated for the initial run, with 
1000 cases of 25 MW of tie-line flow change, 1000 cases of 50 MW tie-line flow change, and 1000 
cases of 100 MW tie-line flow changes. 
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Each of the 3000 powerflow cases was run through the SSAT program.  Because SSAT does not 
have an easy method for extracting participation factor information or mode shape during large 
automated analysis, Euclidean distance measures were used to find the new mode of interest at 
each operating point.  Manual analysis of the original base case provided the complex 
eigenvalue associated with the mode of interest.  In this case, a north-south mode at 0.17 Hz and 
2.21% damping ratio was the base mode.  At each new SSAT analysis point, the mode with 
minimum distance to this base mode was selected as the new value of the mode of interest.  
Obviously, when the mode shifted significantly in frequency or damping, or failed to be 
estimated properly, this method may fail.  The simple distance metric produced reliable results 
for most of the cases, but outliers may present. 

The modes generated by adding the 100MW, 50MW, 25MW perturbation are plotted out in 
subplot (a) of Figure 37, Figure 38, and Figure 39 respectively.  It can be observed that for most 
of cases modes are clustered. There are dozens of modes staying far away from the major 
group. This observation indicates that there might be some ‘outliers’ in the calculated modes. 
Linear regression models are applied to fit power flow in all available transmission lines to the 
mode DR. The fitting results are shown in subplot (b) of Figure 37, Figure 38, and Figure 39 
respectively. It can be observed that the relative fitting errors are 25.7% for 50MW perturbation, 
26.1% for the 100MW perturbation, and 28.1% for 100MW perturbation. Also, the relative fitting 
errors are large. This observation indicates that the linear model may not be suitable for 
describing the data. Finally, lumping all the 3000 cases together, fitting the modes by real power 
in line flows, the modes and fitting errors are shown in Figure 40. It can be observed from 
subplot (b) that fitting errors are 44.1%, which is significantly large. The fitting errors for 
lumped data are larger than those from individual perturbation cases. The fact that the fitting 
errors increase with the number of cases indicates that original 1000 cases is not sufficient for 
fitting model. The very large fitting errors with the lumped cases indicate that the linear 
regression model may not be suitable for the lumped data sets. It can be observed from Figure 
40 that clusters of modes stay away from the major cluster. These modes may be ‘outliers’ 
caused by some unknown factors. The ‘outliers’ may cause the degradation of linear models. 
Thus, we remove these 54 outliers and then perform linear regression fitting again. The results 
are summarized in Figure 41. It can be observed that the fitting errors has been reduced from 
44.1% to 19.3% after the ‘outliers’ are removed. This observation indicates that those outliers are 
one of major sources for the relative fitting errors. Removing outliers helps reduce the fitting 
errors. The linear regression fitting is also performed using real power of all generators. The 
fitting error for generations is about 21.5%. With removed outliers, the rank deficiency warning 
shows up when solving the linear regression problem, which indicates insufficient perturbation 
to the system. With the relative large fitting errors and rank deficiency problem, the linear 
regression model cannot reliably estimate the mode sensitivity in the data. The resulting 
sensitivities are inspected and could not pass the validation test as described above. 
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Figure 37: North-South Oscillation Modes from SSAT with 100 MW Perturbation 
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(a) Left: modes for 1000 cases generated by randomly perturbing the generation to 
make COI flow 100MW;  
(b) Right: linear regression fitting on modes by real power of line flows; 
Source: Pacific Northwest National Laboratory 

 

Figure 38: North-South Oscillation Modes from SSAT with 50 MW Perturbation 
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(a) Left: modes for 1000 cases generated by randomly perturbing the generation to 
make COI flow 50MW;  
(b) Right: linear regression fitting on modes by real power of line flows; 
Source: Pacific Northwest National Laboratory 
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Figure 39: North-South Oscillation Modes from SSAT with 25 MW Perturbation 
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(a) Left: modes for 1000 cases generated by randomly perturbing the generation to 
make COI flow 25MW;  
(b) Right: linear regression fitting on modes by real power of line flows; 
Source: Pacific Northwest National Laboratory 

 

Figure 40: North-South Oscillation Modes from SSAT for All Perturbation Cases 
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(a) Left: modes for 3000 cases generated by lumping all the cases together;  
(b) Right: linear regression fitting on modes by real power of line flows; 
Source: Pacific Northwest National Laboratory 
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Figure 41: North-South Oscillation Modes from SSAT for "Cleaned" Cases 
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(a) Left: modes for cleaned cases generated by lumping all the cases together and 
removing all the ‘outliers’;  
(b) Right: linear regression fitting on modes by real power of line flows; 
Source: Pacific Northwest National Laboratory 

 

Random generation perturbation based on ‘plant’; 
In order to track the problem of rank deficiency and large fitting errors, the original “two-area” 
modification scheme was refined.  For the second set of data, the variation amount was limited 
to a random variation of +/- 5% and a desired tie-line medication of 25 MW was instituted.  
Furthermore, the set of generators in each area was further grouped by power plant and 
restricted by size.  In the full WECC case utilized, a single power plant is often modeled as 
several distinct generation units (comparable with the actual, physical layout of the power 
plant).  To mitigate issues with individual generators within a plant being modified 
unreasonably, once separated into areas, generators were further grouped by power plant 
location.  Once divided, the same procedure utilized for the “random generation perturbation” 
study above was utilized.  However, rather than each generator being varied by a random 
percentage of the output, each power plant was modified by a random percentage between 95% 
and 105% (i.e., a variation of +/- 5%).  For example, instead of units 1 and 2 of the Palo Verde 
generation station being modified to 96% and 103% (two different modification levels), both 
were adjusted to 96% of their original outputs. 

To avoid significant proportional increases to generators, especially during the final, “tie-line 
level” modification, generators below 15 MW were also eliminated.  In the original data set, it 
was possible for an area to require a net change that would increase the output of a small 
generator by 200%.  For example, when a generator was a small 3 MW turbine and if the net 
increase required each generator to produce 2 MW more power, that would require a 66% 
increase in that generator’s output.  Such a change has significant effects on the dynamics of the 
generator.  By eliminating smaller generators and grouping generators by plant, this large 
impact on system dynamics was mitigated.  During the resultant “outlier removal” stage, only a 
single simulation point was removed. The above efforts aim to lower the fitting errors and 
resolve the rank deficiency problem.  
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The linear regression method is applied to the simulation data and fitting results are 
summarized in Figure 42. It can be observed that the fitting errors are actually increased. The 
fitting errors from fitting plant generation significantly increased. In addition, the rank 
deficiency still exists. The resulting sensitivity estimation could not pass the validation test. 
There might be some un-identified source of errors. 

Figure 42: Fitting Oscillation Modes from "Cleaned" Cases of Grouped Generators 
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(a) Left: linear reguression fitting on ‘cleaned’ modes by real power of generators. 
(b) Right: linear regression fitting on ‘cleaned’ modes by real power of line flows. 
Source: Pacific Northwest National Laboratory 

 

Random generation perturbation from one pair of generations; 
To help isolate the problem of large fitting errors, one pair of generators is selected.  To 
maintain the area-based modifications of the previous studies, the pair was selected as one 
generator in the north of the WECC system (Grand Coulee Dam at bus 40298), and one 
generator in the south of the system (Palo Verde Generation Station at bus 14931).  To keep 
simulation time reasonable and to further explore what was occurring with the sensitivity 
analysis, a smaller trial size was selected.  Forty random variations were created in the range of 
+/- 15% on the real power output of the generators.  As with the previous cases, one the 
underlying operating points where generated, the modes were calculated using SSAT.  Given 
the small nature of the data set, no outliers were eliminated at this stage of the analysis.  The 
modes associated with each operating point are shown in Figure 43. 

Notice that there is only one independent generator (at bus 14931) whose generation can be 
independently adjusted. The other generator (at bus 40298) must pick up the imbalance. Figure 
43 shows relationship between generation and DR. Observe that the relationship is linear in 
general, except for a few data points, which shows that DR change significantly with minor 
changes of generations. The data appears to carry a certain level of noises and several outliers 
during the mode calculation procedure. The noises and outliers are likely the source causing the 
large fitting errors in a linear model. Also, it is considered that these outliers may come from 
some ‘dead band’ non-linearity during modal calculation. The ‘dead band’ can result from the 
tolerance setting used in the numerical eigenanalysis algorithm. This study indicates that noises 
in calculated modes shall be expected. Therefore, experiments and algorithms shall be designed 
accordingly to be robust against noise. 
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Figure 43: Fitting Oscillation Modes for a Selected Pair of Generators 
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 Source: Pacific Northwest National Laboratory 
 

Random generation perturbation from selected generations 
To reduce the influence of noises from ‘dead band’ non-linearity, the magnitude of generation 
changes shall be increased.  Furthermore, rather than allowing random modifications over a full 
percentage range, the region around 0% was excluded.  That is, rather than allowing the system 
to randomly vary the real power output of a generator in the region of +/- 5%, the region of 
variation is now something like -10%to -5% and 5% to 10%.  The region between -5% and 5% is 
excluded and treated like a “dead band” for the parameter variation. 

To help resolve the rank deficiency problem, the number of generators perturbed is reduced. 
The system is divided into the north and south areas, 10 generators from each area were 
selected. With an additional generator picking up the imbalance, a total of 21 generators are 
perturbed. The variation range was set such that the real power output of these two sets of 
generators could vary between -15% to -5% and 5% to 15% (with -5% to 5% in between to avoid 
the dead band).  Similar to the previous case, no tie-line flow constraint was imposed, so the 
two areas were free to varying independent of one another.  A set of 400 operating points were 
generated under these conditions and run through the SSAT software package.  The resulting 
modal parameters of interest were collected. 
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To make the regression algorithm more robust against noise, the algorithm is redesigned to 
eliminate ‘outliers’. The new regression algorithm checks the residuals. The data points with 
residuals significantly larger than others are identified as ‘outliers’ and therefore eliminated.  

The linear regression is then performed to fit the data to establish the relationship between the 
DR with the generation. The regression algorithm identified 151 out of 401 data to be ‘outliers’ 
because of large residuals and are eliminated. The fitting errors are summarized in Figure 44. It 
can be observed that with selected data sets the fitting errors is about 9.58%, which is 
significantly small. Also, the rank deficiency problem does not exist any more in this case study. 

Figure 44: Fitting Oscillation Modes for 21 Selected Generators 
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    Source: Pacific Northwest National Laboratory 
 

With small fitting errors and well-conditioned equations, it is expected that the linear regression 
model is suitable for fitting the selected data. The sensitivities of DR with respect to generation 
are estimated from linear regression and listed as follows. 

1) Gen at bus [55482], Sensitivity=-0.0035 

2) Gen at bus [54490], Sensitivity=-0.0035 

3) Gen at bus [54146], Sensitivity=-0.0032 

4) Gen at bus [54422], Sensitivity=-0.0030 

5) Gen at bus [51039], Sensitivity=-0.0029 

6) Gen at bus [50639], Sensitivity=-0.0025 

7) Gen at bus [50644], Sensitivity=-0.0019 

8) Gen at bus [50503], Sensitivity=-0.0019 

9) Gen at bus [55497], Sensitivity=-0.0017 
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10) Gen at bus [54345], Sensitivity=-0.0016 

11) Gen at bus [26039], Sensitivity=0.0046 

12) Gen at bus [14914], Sensitivity=0.0049 

13) Gen at bus [15981], Sensitivity=0.0051 

14) Gen at bus [24124], Sensitivity=0.0052 

15) Gen at bus [14931], Sensitivity=0.0054 

16) Gen at bus [24005], Sensitivity=0.0054 

17) Gen at bus [10320], Sensitivity=0.0055 

18) Gen at bus [24130], Sensitivity=0.0056 

19) Gen at bus [36412], Sensitivity=0.0057 

20) Gen at bus [36405], Sensitivity=0.0059 

 

As discussed before, only 20 generators out of 21 are independent because one generator needs 
to balance the power flow. Thus, only 20 sensitivity indexes are estimated.  

To verify the accuracy of the estimated sensitivity indexes, the generators are paired and 
adjusted according to the sensitivity indexes to increase the damping ratio. The results are 
summarized as in Table 10. In the first row, the generators with largest sensitivity index (Gen at 
bus 55438) and smallest sensitivity index (Gen 36405) are paired and adjusted for 100MW each 
to increase damping ratio. The column ‘Expected’ in the table is the DR changes predicted 
through sensitivity indexes (i.e. 0.0059*100+0.0035*100 ). The adjusted case is then fed into SSAT 
to estimate the inter-area modes. The column ‘Actual’ is the DR changes calculated using SSAT. 
The difference between the two columns is summarized in ‘Diff’ column in the table. It can be 
observed that the relative differences are small for all the rows, which indicate that the 
sensitivity indexes are usable for MANGO control. 
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Table 10: The Validation of the Estimated Sensitivity Indices 

 
Source: Pacific Northwest National Laboratory 
 

To further verify the applicability of the estimated sensitivity indexes, time domain simulation 
is performed using TSAT.  Utilizing the sensitivity results above, the most sensitive pair of 
generators were each adjusted by 300 MW of real power output.  Generator 55482 (Sheerness) 
had its real power reduced by 300 MW, while generator 36405 (Moss Landing) had its real 
power output increased by 300 MW.  With the new underlying operating point selected, both 
the original low damping case and the MANGO-adjusted case were run through a simulated 
500 MW Chief Joseph Dynamic Brake insertion.  This disturbance excites the system toward 
producing a noticeable ringdown on the system.  The ringdown responses from base case and 
MANGO adjusted cases are compared in Figure 45. It can be observed that the ringdown 
responses for MANGO adjusted case damps out more rapidly than the base case, which 
indicates that it has a higher damping ratio. It shows that the MANGO control derived from the 
estimated sensitivity indexes successfully improve the DR. 
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Figure 45: Time Domain Simulation to Compare the Base Case and MANGO Adjusted Case 

 
 Source: Pacific Northwest National Laboratory 
 

In summary, for a general case studied, the fitting errors of the linear regression model are 
relatively large and a rank deficiency problem exists. The large fitting errors indicate that a 
linear regression model is not sufficient to describe the data. There must be some significant 
noise or non-linearity in the relationship between operational points and the mode DR in the 
data.  A simplified case study reveals that there are noises and outliers in the calculated mode. 
Thus, experiment is redesigned to include only large variations to reduce influence from noises. 
In addition, robust regression algorithm is used to eliminate outliers. The rank deficiency 
problem is usually caused by insufficient system disturbance. Thus, it can be relieved through 
increasing amplitude perturbation or reducing the number of variables. Thus, we selected only 
limited number (21 in the example) of dominant generators to build a linear regression model to 
resolve the rank deficiency problem. With selected generators, it is shown that fitting errors can 
be reduced, rank deficiency problem is resolved, and the estimated sensitivity indexes are 
usable for generating effective MANGO control, which is validated by both direct eigenvalue 
analysis and time-domain simulation. 
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Summary 
This chapter has examined the modal sensitivity with respect to real powers on the transmission 
lines and from generators (plants). Measurement based regression methods are used to derive 
the sensitivity information. To overcome the ill-conditioned issues with the transmission line 
sensitivity estimation, a modified stepwise regression (MSR) method has been developed.  
Simulation results show that the proposed MSR methods can identify the dominant 
transmission lines and generators (plants), whose real power flow can significantly influence 
inter-area modes. The proposed method can be applied to estimate the modal sensitivity w.r.t. 
tie line power flows and generators (plants) using modal analysis results and phasor 
measurement data. The estimated modal sensitivity can provides insights as to what tie-line 
flows and/or generators (plants) need to be adjusted, as well as how much effect on damping 
would be expected. The resulting approach is complementary to traditional modulation 
controls, such as PSS units, in improving small signal stability. 
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CHAPTER 6: 
Topology Impact on Modal Properties 
In previous studies, it has been assumed that the system topology remained the same 
throughout the cases, only modifying generator and load patterns.  However the topology of 
the power system is of equally great importance during power grid analysis, changing grid 
characteristics such as power flow patterns as well as system dynamics.  System topology 
changes are a common occurrence due to equipment maintenance or failure, economic 
considerations, faults, reliability requirements, and many other reasons.  There is a need, 
therefore, to investigate the performance of the previously reported MANGO approach while 
considering the effects of different system topologies.  In the following discussions, the effects of 
topological changes on system modes and mode shapes will be addressed using the previously 
described WECC low damping case, as well as a WECC-approved heavy summer operating 
case.  The objective is to evaluate, and potentially improve, the effectiveness of the MANGO 
framework, while incorporating the effects of power system topological changes into the 
MANGO procedure. 

To study the impact of different topologies on system modes, a number of simulations were 
performed with transmission lines removed from the system.  A series of "N-1" contingencies 
was created and the change in the North-South mode and its mode shape were examined in the 
full WECC system.  To limit the number of cases studied without losing generality, only 500 kV 
lines were considered during the “N-1” contingency analysis. The total number of 500 kV lines 
in this low damping case is 277. This low damping base case has a North-South mode of 0.1778 
Hz.  It will be referred to as the 0.17Hz mode in this chapter. 

Each in-service 500 kV line was successively tripped and removed from the power flow 
solution, while out-of-service 500 kV lines were added back into the power flow solution.  In the 
case of a line with multiple sections with no intervening connections, only a single section was 
removed to avoid redundancy.  If the power flow solution converged, the case was saved and 
an eigen-analysis was performed using PowerTech Labs' SSAT tool to find the frequency and 
damping ratio of the North-South mode.  There were 251 cases which could be solved without 
any difficulty, resulting in convergent solutions. However, there were eight “N-1” contingencies 
that led to divergent power flow cases.  These cases were removed from the initial studies and 
addressed separately, and will be explained in further detail in the following sections.  
Additionally, there were 18 unsolved cases due to a dynamic model error or a “disappearance” 
of the North-South mode in the monitoring window of 0.1 Hz to 0.3 Hz in SSAT.  They are 
further in Table 17.  

The following sections describe the observations made on the effects of the topology change on 
the system modes and mode shapes, and how these results may affect the MANGO framework. 

Topology Impact on Modes 
With all the contingency cases, the mode change was first examined.  The objective is to 
determine how contingencies would affect the small signal stability and what are the important 
transmission lines that have the most impact on the modes. The information will provide 
guidance on how much damping the WECC system needs to have in normal operation to 
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sustain a contingency. And more importantly, how topology change would affect MANGO 
control and its implementation. This section summarized the findings. 

Convergent cases 
Figure 46 shows the 0.17 Hz mode in the damping ratio-frequency plane for all 251 convergent 
topological cases, where each red diamond represents an “N-1” topology case.  The black 
diamond represents the original base case.   

Figure 46: Effects of Topological Changes on the Damping Ratio and Frequency of the 0.17 Hz 
Mode 

 
  Source: Pacific Northwest National Laboratory 
 

In this figure, there is a sizable cluster of points which do not deviate far from the original base 
case, indicating that these topological changes are minor in terms of the effects on the mode.  
However, there are significant shifts in the damping ratio and/or frequency for a number of the 
cases.  Most of the cases result in a decrease of modal frequency and damping ratio. This is 
understandable as the loss of a transmission line usually leads to more stress on the system and 
thus reduced small signal stability.  However, there are some cases that counter intuitively 
result in an increase of the modal frequency and the damping ratio, i.e., improved small signal 
stability.  
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Also of interest is the location of the transmission lines that have the most effect on the 
damping.  All of the topology cases were ranked by their effect on the damping from the most 
positive change of the damping to the most negative change.  The locations of the top 20 
positive and top 20 negative changes were then overlaid on a map of the WECC to give an 
indication of areas most affected by topological changes.  These lines are shown in Table 11 and 
Table 12, respectively.. The map overlay is shown in Figure 47. 

Table 11: Lines Causing the Largest Negative Damping Ratio Change for the 0.17 Hz Mode 
Lines causing the largest negative damping ratio change (0.17 Hz) 
From bus number To bus number From bus name To bus name 
30020 30025 Olinda 500. MAXWELL 500. 
30025 30035 MAXWELL 500. TRACY 500. 
40837 41043 PONDROSA500. SUMMER L500. 
40369 41057 DWORSHAK500. TAFT 500. 
40051 45095 ALVEY 500. DIXONVLE500. 
40488 40837 GRIZZ R3500. PONDROSA500. 
45095 45197 DIXONVLE500. MERIDINP500. 
40155 40489 BUCKLEY 500. GRIZZLY 500. 
45035 40489 CaptJack500. GRIZZLY 500. 
40489 40585 GRIZZLY 500. JOHN DAY500. 
40489 40585 GRIZZLY 500. JOHN DAY500. 
40489 40687 GRIZZLY 500. MALIN 500. 
40687 30005 MALIN 500. ROUND MT500. 
40687 30005 MALIN 500. ROUND MT500. 
40045 40601 ALLSTON 500. KEELER 500. 
40585 44086 JOHN DAY500. JDA PH1 500. 
40287 40499 COULEE 500. HANFORD 500. 
40585 44087 JOHN DAY500. JDA PH2 500. 
40821 47745 PAUL 500. CENTR P2500. 
40369 40521 DWORSHAK500. HATWAI 500. 

  Source: Pacific Northwest National Laboratory 
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Table 12: Lines Causing the Largest Positive Damping Ratio Change for the 0.17 Hz Mode 
Lines causing the largest positive damping ratio change (0.17 Hz) 
From bus number To bus 

number 
From bus name To bus name 

50792 51134 SEL500 500. VAS500 500. 
50702 50792 ACK500 500. SEL500 500. 
50703 51134 NIC500 500. VAS500 500. 
40306 40869 COVINGT5500. RAVER 500. 
14005 14018 WESTWING500. DUGAS 500. 
54258 54525 ELLERSLI500. GENESEE4500. 
24151 28040 VALLEYSC500. IEEC 500. 
40869 40957 RAVER 500. SCHULTZ 500. 
15041 15051 SILVERKG500. BROWNING500. 
40381 40957 ECHOLAKE500. SCHULTZ 500. 
30055 30060 GATES 500. MIDWAY 500. 
40111 40808 BIG EDDY500. OSTRAND0500. 
40233 44166 CHIEF JO500. CHJ PH5 500. 
24086 24156 LUGO 500. VINCENT 500. 
30035 30050 TRACY 500. LOSBANOS500. 
40155 40699 BUCKLEY 500. MARION 500. 
18450 18430 H ALLEN 500. LENZIE 500. 
45035 40688 CaptJack500. MALIN R3500. 
50703 50704 NIC500 500. KLY500 500. 
18430 18438 LENZIE 500. LENZ CB2500. 

  Source: Pacific Northwest National Laboratory 
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Figure 47: Location of Topological Changes that Cause the Largest Shift in the Damping Ratios 
for the Low Damping Case 

 
Green spots indicate large negative changes in the damping, while purple 
triangles represent the most positive changes in the damping. 

  Source: Adapted from [Hauer 1993] 
 

In Figure 47, most of the lines causing the negative impact on the damping ratio are focused 
upon/near the COI line, which is consistent with general knowledge that the loss of these lines 
stresses the interaction path of the North-South mode.  Most of the lines causing positive 



79 

impacts on the damping ratio are located at the two ends of the interaction path, i.e., in the 
north (near Vancouver, Chief Joseph area) and the south (Los Angeles, Hoover, and Palo 
Verde).  

In order to further study the topology impact on system modes, the WECC 2009 HS3A 
Approved Operating Case [WECC 2009], downloaded from WECC website, was also studied.  
It has the North-South mode at 0.2476 Hz with a damping ratio of 19.14%.  This mode is 
referred to as 0.25 Hz in this section.  The same contingencies were applied. The frequency and 
damping ratio for the 0.25 Hz mode is shown in Figure 48, while the map overlay with the 
location of top 20 lines with positive and negative impact is shown in Figure 49. The locations of 
the top 20 positive and top 20 negative changes are shown in Table 13 and Table 14, 
respectively. 

Figure 48: Effects of Topological Changes on the Damping Ratio and Frequency of the 0.25 Hz 
Mode 

 
  Source: Pacific Northwest National Laboratory 
 

Similar to what is shown in Figure 46, while most of the topology changes do not have 
significant impact on the 0.25 Hz mode, there are some topology changes can result in an 
increased or decreased damping ratio. However, comparing against the damping ratio change 
of the 0.17 Hz mode in the low damping case, the range of this high damping case is smaller 
than that of the low damping case.  The largest damping ratio reduction due to contingency in 
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the high damping case is less than 1%, but it is about 4.5% in the low damping case.  That is, the 
topology change has larger impact on system modes when the system is stressed and damping 
is already low.  To ensure reliable operation in the case of contingency, the WECC system needs 
to have about a 4.5% damping in the normal operating conditions.  Today's practice of a 5% 
threshold seems to be adequate. 

Figure 49: Location of Topological Changes that Cause the Largest Change in Damping Ratio for 
the High Damping Cases 

 
Green spots indicate large negative changes in the damping, while purple 
triangles represent the most positive changes in the damping. 

  Source: Adapted from [Hauer 1993] 
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Table 13: Lines Causing the Largest Negative Damping Ratio Change for the 0.25 Hz Mode 
Lines causing the largest positive damping ratio change (0.25 Hz) 
From bus number To bus number From bus name To bus name 

15090 15093 
HASSYAMP 
500. HARQUAHA 500. 

50702 50792 ACK500 500. SEL500 500. 

15090 15094 
HASSYAMP 
500. MESQUITE 500. 

50792 51134 SEL500 500. VAS500 500. 
40821 47741 PAUL 500. CENTR P1 500. 
40821 47745 PAUL 500. CENTR P2 500. 
50703 51134 NIC500 500. VAS500 500. 
24151 28040 VALLEYSC 500. IEEC 500. 
40989 43049 SLATT 500. BOARD F 500. 
40679 44237 LOW GRAN 500. LWG PH1 500. 
40233 44167 CHIEF JO 500. CHJ PH6 500. 
40665 44217 LIT GOOS 500. LGS PH1 500. 
40723 47638 MCNARY 500. HERMCALP 500. 
40233 44166 CHIEF JO 500. CHJ PH5 500. 
18440 18450 MIRANT 500. H ALLEN 500. 
40585 44088 JOHN DAY 500. JDA PH3 500. 
45197 45262 MERIDINP 500. KFalls 500. 
30055 30060 GATES 500. MIDWAY 500. 
18400 18450 SLHWK 500. H ALLEN 500. 
24156 30060 VINCENT 500. MIDWAY 500. 

  Source: Pacific Northwest National Laboratory 
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Table 14: Lines Causing the Largest Positive Damping Ratio Change for the 0.25 Hz Mode 
Lines causing the largest negative damping ratio change (0.25 Hz) 

From bus number To bus number From bus name To bus name 
50561 50562 WSN500 500. GLN500 500. 
40989 43123 SLATT 500. COYOTE 500. 
40585 41401 JOHN DAY 500. ROCK CK 500. 
41138 41401 WAUTOMA 500. ROCK CK 500. 
50464 50562 TKW500 500. GLN500 500. 
40723 43123 MCNARY 500. COYOTE 500. 
15021 24801 PALOVRDE 500. DEVERS 500. 
40045 40601 ALLSTON 500. KEELER 500. 
40061 40989 ASHE 500. SLATT 500. 
40155 40989 BUCKLEY 500. SLATT 500. 
40155 40489 BUCKLEY 500. GRIZZLY 500. 
30020 45035 Olinda 500. CaptJack 500. 
50463 50464 SKA500 500. TKW500 500. 
40683 40917 LOW MON 500. SACJWA T 500. 
30020 30025 Olinda 500. MAXWELL 500. 
40601 40827 KEELER 500. PEARL 500. 
30025 30035 MAXWELL 500. TRACY 500. 
40287 40499 COULEE 500. HANFORD 500. 
15011 15089 KYRENE 500. JOJOBA 500. 
22360 22468 IMPRLVLY 500. MIGUEL 500. 

  Source: Pacific Northwest National Laboratory 
 

In Figure 48, there are some critical lines along or near the COI path, but comparing against the 
low damping case in Figure 46, there are some lines in BC Alberta area and Arizona area that 
are important (negative impact) for the 0.25 Hz mode.   There are some common lines between 
the two. For example, five of the 20 most sensitive lines in both conditions caused a positive 
change in the damping ratio when removed.  They are Gates-Midway, Selkirk-Vaseux Lake, 
Asthon Creek-Selkirk, Chief Joe-CHJ PH5, and Nicola-Vaseux Lake.  Five of the 20 most 
sensitive lines in both conditions caused a negative change in the damping ratio when removed. 
They are Allston-Keeler, Buckley-Grizzly, Coulee-Hanford, Olinda-Maxwell, and Maxwell-
Tracy.  These lines may be beneficial for use in MANGO control: switching in a negative impact 
line may help to improve damping, so is switching out a positive impact line.  For example, 
during a low damping situation, tripping off the Gates-Midway line can improve damping, 
while adding the Maxwell-Tracy line back in would have a similar effect.  There are other lines, 
such as Mirant-Henry Allen and Paul-Center lines.  However, these lines showed movement in 
opposite directions, indicating that those particular lines would not have a general impact if 
used in MANGO control.  
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Modified power flow cases 
As aforementioned, there were eight divergent topology change cases and 18 unsolved cases 
with the low damping case.  These eight divergent cases were made to converge by either 
increasing line impedance gradually before tripping the line or re-dispatching generation 
around the lines of interest. The detailed information concerning each of the model adjustments 
can be found in Table 15. The mode changes for each case are shown in Table 16.  The power 
flow case with the generation re-dispatch becomes a new base case for that specific topology 
change. The comparison is then made between this new base case and the case after the 
topology change, as shown in Table 16. 

Table 15: Modified Power Flow Cases to Reach a Converged Solution 

Case 
number Line Name 

Method for modifying the power 
flow solution 

Amount of 
Generator re-
dispatch 
(MW) 

1 GRIZZLY 500 – GRIZZ R3500 
Increased line impedance gradually 
before tripping the line 0 

2 BELL SC 500 – TAFT 500 
Increased line impedance gradually 
before tripping the line 

3 LANGDON – CBK 
Increased the generation in Alberta 
before tripping the line 286.5 

4 CBK500 – SEL500 
Increased the generation in Alberta 
before tripping the line 

5 
HASSYAMP500 – 
HARQUAHA500 

Adjusted surrounding generators to 
lower the line flow before tripping 
the line 776 

6 
HASSYAMP500 – 
MESQUITE500 

Adjusted surrounding generators to 
lower the line flow before tripping 
the line 

7 CaptJack500 – KFalls500 

Adjusted surrounding generators to 
lower the line flow before tripping 
the line 500 

8 CaptJack500 – Olinda500 

Adjusted surrounding generators to 
lower the line flow before tripping 
the line 

Source: Pacific Northwest National Laboratory 

Table 16: Mode Changes for the Modified Power Flow Cases within the Low Damping Case 

Case number 
Modified base mode 
 (frequency and damping ratio) 

Mode after topology change 
(frequency and damping ratio) 

1 0.1778 Hz and 2.21% 0.1642 Hz and -0.58%  
2 0.1778 Hz and 2.21% 0.1757 Hz and 2.01%  
3 0.2253 Hz and -0.58% 0.2056 Hz and -7.58% 
4 0.2253 Hz and -0.58% 0.2066 Hz and -7.23% 
5 0.1876 Hz and 4.91% 0.1718 Hz and 0.65% 
6 0.1876 Hz and 4.91% 0.1707 Hz and 0.29% 
7 0.1899 Hz and 6.28% 0.2964 Hz and 10.83% 
8 0.1899 Hz and 6.28% 0.2910 Hz and 10.23% 
Source: Pacific Northwest National Laboratory 
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From Table 16, it can be seen that for case 1 to case 6, the topology change resulted in a 
decreased damping ratio.  The decrease is significant, except for case 2. Case 7 and case 8 result 
in an increase in the damping ratio as well as in the frequency. As stated in the previous section, 
they can be used in MANGO control if the direction of their impact is considered.  Additionally, 
for case 7 and case 8, the frequency changed from 0.19 Hz to 0.29 Hz. There is indication that the 
topology change of case 7 and case 8 might result in a different mode. 

The 18 unsolved cases in the low damping model due to a dynamic model error or the 
“disappearance” of an oscillation mode in SSAT are listed in Table 17. These lines are mainly 
located in area 40 (northwest), area 30 (PG&E), and area 50 (BC Hydro). Further investigations 
on these cases require fundamental revisions to the models and have not yet been performed. 

Table 17: Problematic Cases Without a Valid Eigenanalysis Solution 

“From” bus number 
“To” bus 
number From bus name To bus name 

40061 40989 ASHE SLATT 
40323 40749,1 CUSTER W MONROE 
40323 40749,2 CUSTER W MONROE 
30015 30030 TABLE MT VACA-DIX 
40062 40699 ASHE R1 MARION 
30045 30050 MOSSLAND LOSBANOS 
40051 40699 ALVEY MARION 
40155 40989 BUCKLEY SLATT 
26003 26115 ADELANTO RINALDI2 
40459 41057 GARRISON TAFT 
50116 50370 TIR500-S500 DMR500 
50048 50370 TIR500-N500 DMR500 
40061 40683 ASHE LOW MON 
18430 18437 LENZIE LENZ CB 
40809 41138 OSTRNDER WAUTOMA 
50194 50703 ING500 NIC500 
40585 41401 JOHN DAY ROCK CK 
41401 41138 ROCK CK WAUTOMA 

  Source: Pacific Northwest National Laboratory 

Topology Impact on Mode Shapes 
Mode shapes provide additional insight to the small signal stability in a power system, 
including how groups of generators interact to form the modes.  Investigation into the effects of 
topological changes on mode shapes may provide additional means for controlling the damping 
ratio.  The same contingencies with the low damping were investigated.  For brevity, only some 
typical examples, i.e., the topology changes that have little to no effect, most negative impact 
and most positive impact, are discussed in the following sections.  
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 Convergent cases 
For each topology case, the mode shape was obtained by the SSAT tool. The generator with the 
largest magnitude in the base case was selected as the reference generator. .  Figure 50 shows 
the mode shape of the 0.17 Hz mode for the base case.  An example topological change, Metcalf-
Mossland 500 kV line, is shown in Figure 51, presenting a topology case that had little to no 
effect on the mode.   

Figure 50: Mode Shape for 0.17 Hz Mode in the Base Case 

 
  Source: Pacific Northwest National Laboratory 
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Figure 51: Mode Shape for the 0.17 Hz Mode with Metcalf-Mossland 500 kV Line Removed 

 
  Source: Pacific Northwest National Laboratory 
 

Comparing Figure 50 and Figure 51, it can be seen that individual generator mode shapes are 
minimally affected by this topology change.  Though a few individual generator mode shapes 
have larger changes, it was found that each of these generators had a small participation factor 
close to zero, minimally affecting the overall modal behavior.   

The amount of information on each graphic makes it difficult to compare mode shapes of large 
numbers of generators.  In order to have a better comparison, Figure 52 was created by finding 
the centroid of each region.  The centroid of each region was found by averaging the mode 
shape of the generators with a participation factor greater than 0.01.  Colors indicate the region 
in which the generator is located.  Please note that there are three areas (60 IDAHO, 63 WAPA 
U.M and 64 SIERRA) which did not have generators with a participation factor greater than 0.01 
and are therefore removed from the figure. 
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Figure 52: Mode Shape Centroid Comparison of 0.17 Hz Mode Between Base Case and Metcalf-
Mossland 500 kV Line Removal 

 
  Source: Pacific Northwest National Laboratory 
 

As seen in Figure 52, the “regional” average mode shapes are relatively unaffected.  This same 
observation applies to the topology changes that had little to no effect on the damping ratio and 
frequency.  The more interesting cases are those in which the topology change caused the 
greatest change in damping ratio, both positive and negative.   

Figure 53 and Figure 54 show the impact on mode shape cased by the topology change of 
Selkirk-Vaseux Lake 500 kV line, which has the most positive effect on the damping ratio. While 
the damping ratio increased from 2.21% to 2.97%, this topology change did not impact the mode 
shape significantly. Similar pattern was observed for other topology changes that result in an 
increased damping ratio. 
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Figure 53: Mode Shape for the 0.17 Hz Mode with Selkirk-Vaseux Lake 500 kV Line Removed 

 
The loss of the Selkirk-Vaseux Lake 500-kV line results in the largest 
positive damping change from the base case. 

 Source: Pacific Northwest National Laboratory 
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Figure 54: Mode Shape Centroid Comparison of 0.17 Hz Mode Between Base Case and Selkirk-
Vaseux Lake 500 kV Line Removal 

 
The loss of the Selkirk-Vaseux Lake 500-kV line results in the largest 
positive damping change from the base case. 

 Source: Pacific Northwest National Laboratory 
 

Figure 55 and Figure 56 show the impacts on the mode shape caused by the topology change 
when the Olinda-Maxwell 500 kV line was removed, which had the most negative effect on the 
damping ratio (the damping ratio is reduced from 2.21% to -2.4%). 
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Figure 55: Mode Shape for the 0.17 Hz Mode with the Olinda-Maxwell 50 kV Line Removed 

 
The loss of the Olinda-Maxwell 500-kV line results in the largest 
negative damping change from the base case. 

 Source: Pacific Northwest National Laboratory 
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Figure 56: Mode Shape Centroid Comparison of 0.17 Hz Mode Between the Base Case and Olinda-
Maxwell 500 kV Line Removal 

 
The loss of the Olinda-Maxwell 500-kV line results in the largest 
negative damping change from the base case. 

 Source: Pacific Northwest National Laboratory 
 

Observed from Figure 55 and Figure 56, as well as many other similar plots not shown in this 
report, the changes in the mode shape centroid is greater in the cases that decrease the damping 
ratio than those that increase or have little effect on the damping ratio, but the overall mode 
shapes do not change significantly. While the system becomes unstable due to the loss of 
Olinda-Maxwell 500 kV line, the oscillation group of generators remains unchanged.  A similar 
pattern can be seen for other topology change cases that can result in a reduced damping ratio. 

While the mode shape centroid did not change a lot, there were some generators whose mode 
shapes changed substantially. The generators who have most significant mode shape changes 
and their participation factor are listed in Table 18, and their mode shapes are shown in Figure 
57.  Each cross indicates a different topological case. 
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Table 18: Generators with Most Significant Mode Shape Changes Due to Topological Changes 

Bus number Generator name 
Participation Factor in base 
case 

31856 COWCRK 0.04 
18260 CLARK10 0.011 
40671 LONGVIEW230 0.029 
46732 LAGRND 6.60 0.0008 
62048 COLSTP 326.0 0.003 
18281 RG 4 24.0 0 

  Source: Pacific Northwest National Laboratory 
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Figure 57: Mode Shapes of Six Individual Generators for Each Topology Change Case 

 
 Source: Pacific Northwest National Laboratory 
 

The mode shapes of the generators COLSTRP 326.0 and RG 4 24.0 (bottom two graphics) 
changed significantly, however, their participation factor was very small, indicating these 
generators would not have a significant contribution on the inter-area mode. 
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Based on these studies, the topology impact on mode shapes for these 251 convergent cases, the 
following observations can be made: the topology change does not have a significant impact on 
mode shapes of the inter-area mode. In the following section, the findings for the modified 
power flow cases listed in Table 15 will be discussed and compared to these conclusions.  

Modified power flow cases 
As mentioned in the previous mode section, the eight cases shown in Table 15 were further 
investigated to study the topology change impact on mode shapes.  The Langdon-Cranbrook 
and CaptJack-Olinda 500 kV lines were selected to further investigate.  The Langdon-Cranbrook 
500 kV line is the line connecting BC and Alberta. By increasing the generation by 296.5 MW in 
Alberta before tripping the line, the power flow case converged with a mode at 0.226 Hz and -
0.58% damping ratio. After the line was tripped, the damping ratio reduced to -7.58%. The 
mode shape of this modified case is shown in Figure 58. 

Figure 58: Mode Shape for Modified Power Flow Case for the BC-Alberta Line 

 
 Source: Pacific Northwest National Laboratory 
 

Comparing against the base case in Figure 50, it can be seen that there are a number of mode 
shapes in Quadrel IV, quite different than the base case. The mode shapes of this modified case 
changed significantly after a relatively large amount of generation re-dispatch.  To study the 
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topology impact on mode shape, the mode shape and the mode shape centroid comparison are 
shown in Figure 59 and Figure 60, respectively. 

Figure 59: Mode Shape After the Langdon-Cranbrook 500 kV Line is Tripped 

 
  Source: Pacific Northwest National Laboratory 
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Figure 60: Mode Shape Centroid Comparison after Langdon-Cranbrook 500 kV Line Tripped 

 
  Source: Pacific Northwest National Laboratory 
 

From Figure 59 and Figure 60, it can be observed that the mode shapes for this mode changed 
significantly, indicating that the Langdon-Cranbrook 500 kV line is very important to this 
North-South inter-area mode. Similar observations were found for the Cranbrook-Selkirk line, 
another important line connecting BC and Alberta.  

The CaptJack-Olinda 500 kV line is a critical line connecting California and Oregon.  By 
adjusting surrounding generators to lower the line flow before tripping this line, the power flow 
case converged with a mode at a frequency of 0.19 Hz and a 6.28% damping ratio. After the line 
trip, the mode changed to a frequency of 0.293 Hz and a damping ratio of 11.23%.  The mode 
shape of this modified case is shown in Figure 61, while the topology impacts on the mode 
shapes and mode shape centroids for this modified case are shown in Figure 62 and Figure 63, 
respectively. 
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Figure 61: Mode Shape for the Modified Power Flow Base Case for the Capt. Jack-Olinda 500 kV 
Line 

 
  Source: Pacific Northwest National Laboratory 
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Figure 62: Mode Shape after Capt. Jack-Olinda 500 kV Line Tripped 

 
  Source: Pacific Northwest National Laboratory 
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Figure 63: Mode Shape Centroid Comparison after Capt. Jack-Olinda 500 kV Line Tripped 

 
  Source: Pacific Northwest National Laboratory 
 

Comparing Figure 61 against the base case in Figure 50, it can be observed that the mode shapes 
of this modified case do not change significantly even in the presence of a large amount of 
generation re-dispatch around this line. However, the mode shapes do change due to the 
tripping of the CaptJack-Olinda 500 kV line.  Since the frequency changed from 0.19 Hz to 0.29 
Hz, however, the topology change for this specific case may not be valid. Similar results were 
observed for the CaptJack-KFalls 500 kV line, which is connected in series with the CaptJack-
Olinda 500 kV line. 

Topology Impact on MANGO Control  
This section studies whether MANGO recommendations derived with one topology is 
applicable to power systems with different topologies. The following studies show how 
topology changes affect MANGO recommendations, and how to accommodate the changes in 
the MANGO framework. The objective is to evaluate and improve the effectiveness of a 
MANGO framework with different topologies. 
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As it is shown in the previous chapters, the relationship between the operational points of 
power flow and modes played an essential role in generating MANGO control. A topology 
change influence the MANGO control through changing this relationship. Thus, the following 
studies explore how a topology change influence on the relationship between the operational 
points and modes and how significant the influence is on the MANGO control.   

The WECC low damping case described in the previous sections is used. The focus is placed on 
the damping ratio changes of the North South modes at 0.1778 Hz with 2% damping. Three 
pairs of generators from different areas are changed to observe the relationship between the 
damping ratio and the COI flow. And the relationships are plotted out in Figure 64 for these 
three cases with different topologies. 

It can be observed from the figures that:  

(1) For different topologies, the relationship between the modal damping ratio and COI 
flow are also different. The same amount of COI flow change is likely to result into 
different DR changes for cases with different topologies. For MANGO control, this 
means that adding topology information as one additional input to MANGO model can 
increase the accuracy of the modal control. 

(2) For different topologies, the general trends of the relationship between the mode 
damping ratio and the COI flow remain the same (i.e., decreasing the COI flow always 
increases the damping ratio for cases with different topologies).  As such, all three cases 
will result in the MANGO control in the same direction to reduce the COI flow.  For 
MANGO control, this means that a MANGO model is applicable to cases with minor 
topology changes. The MANGO procedure is robust against topology errors for some 
simple line tripping in the sense that a simple topology error will not change the 
direction of control direction. When a topology error occurs, the MANGO control may 
not achieve the goal of DR control within one step because of the error; but the goal of 
DR control can be achieved through an iterative procedure because the control direction 
remains the same. 
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Figure 64: Comparison of Mode COI Flow Relationship for Cases with Different Topologies 
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(a) with all transmission lines in service 
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(b) with transmission line Olinda-Maxwell out of service 
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(c) with transmission line Malin-Round Mountain out of service 

   Source: Pacific Northwest National Laboratory 
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Summary  
The topology change studies based on the low damping WECC case and a WECC-approved 
heavy summer operating case in this chapter indicate that the topology change should be 
included in a MANGO model to improve the accuracy and effectiveness. Some topology 
changes can result in an improved damping ratio, which indicates that this kind of topology 
change itself can be used as a penitential MANGO control method. For the lines with negative 
impact on system modes, they need to be monitored during normal system operation because 
they might be an indication of system instability. 

For most of the lines we studied, the topology changes do not have significant impact on system 
mode shapes, which means that the interacting groups of generators do not have significant 
changes when there are minor system topology change and we can use mode shape to define 
inter-area modes.  The only lines can cause system mode shape changes are the BC-Hydro tie 
lines (Langdon-CBK and CBK-SEL 500 KV lines). The topology change of these lines can change 
the generator oscillation groups and therefore, may change the location and method of 
MANGO adjustments. 

The study of the relationship between the damping ratio and the COI flow suggests that, with 
different topologies, the same adjustment of the COI flow might result in different damping 
ratio changes. Therefore, using topology information as an additional input can increase the 
effectiveness of MANGO control. On the other hand, the general direction of the relationship 
between the mode damping ratio and COI flow remains right with different topologies, which 
indicates that the MANGO model is applicable to systems with minor topology changes, with a 
potential cost of more iterations. 
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CHAPTER 7: 
MANGO Prototype Tool Development 
A prototype tool has been implemented based on the proposed MANGO method. This 
prototype tool consists primarily of the last two of the three steps of the MANGO procedure 
proposed in Chapter 2. So, the primary functions in this prototype tool are estimation of modal 
sensitivity, derivation of MANGO recommendations, and evaluation of the MANGO control. 
The first step, i.e. recognition of oscillation, is well covered by ModeMeter efforts. This MANGO 
prototype tool can be linked to the ModeMeter tool or can readily integrate the ModeMeter tool 
into the same GUI. The MANGO tool provides a graphical user interface (GUI) that allows 
users to evaluate the proposed method as well as practical implementation considerations such 
as what information and how the information should be presented to operators or operation 
engineers in providing decision support for mitigating inter-area oscillations.  

At this stage, the MANGO prototype tool is not intended for actual applications, but for 
development purposes to convey the research results and facilitate feedback from users to 
improve the method and the GUI towards a practical tool. But the practical tool is beyond the 
current scope of the project.  

This chapter covers the design of the complete GUI tool and its software components, the GUI 
layout and functionality, the software implementation of the GUI, and the evaluation and 
testing of the prototype tool on test cases. 

MANGO Tool Design 
The design of the MANGO prototype tool covers the following aspects of the GUI: 

• Required functionality: provide the graphical user interface for the user to view, manage, 
and adjust generator output and loads, and evaluate the effect of the adjustment through 
eigenvalue analysis.  

• Extensibility: New capabilities can be added to the tool without major changes to the 
underlying architecture.  

• Upgradeability: delivered as an open source package, which could be further improved.  

The MANGO prototype tool consists of two principle components: 

• Powerflow and Eigenvalue Calculation  

• MATLAB Graphical User Interface (GUI) 

The GUI is implemented using the Mathworks MATLAB software. Two versions  of MANGO 
prototype tools, denoted as MANGO-PST and MANGO-DSA, are developed, differing on the 
tools we use to calculate powerflow and eigenvalues: the MANGO-PST version uses the PST 
and the MANGO-DSA version uses the DSA Tools.   

The PST consists of a set of MATLAB m-files which model the power system components 
necessary for power system power flow and stability studies. It can be called as functions 
directly in the GUI to solve the powerflow and calculate eigenvalues.  The MANGO-PST 
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version is relatively straightforward in implementation.  However, it is constrained by the 
problem size it can handle. 

The DSATools is a commercial tool suite of power system analysis tools and provides the 
capabilities for the comprehensive system security assessment including all forms of stability. 
We use PSAT – the powerflow and short circuit analysis tool for stand-alone powerflow 
analysis, and use SSAT – the small signal analysis tool for analysis of small signal stability of 
large complex power systems, to investigate system oscillatory behaviors.  

To integrate the DSA Tools with the MATLAB-based MANGO GUI, three types of data file 
transfer are necessary: PSAT ⇔ MATLAB, SSAT ⇔ MATLAB, and PSAT => SSAT. The data 
files include system configuration and description files, Python module files for PSAT, MANGO 
control data file, powerflow solution file, and system mode data file from SSAT.  

The MANGO GUI is the interface to automate such a process of file management and tool 
initialization. It provides the DSA tools all the files it needs for system security assessment, 
helps the user to manage these files, apply MANGO control to adjust generation and loads, and 
observe modal damping changes through the graphical display. 

Figure 65: Data Flow for the MANGO-DSA Version of the MANGO Prototype Tool 

 
   Dataflow between various aspects of the DSA tools-based MANGO prototype tool 

Source: Pacific Northwest National Laboratory 
 

In the envisioned operation illustrated in Figure 65, the user first defines the base case, solves 
the base case powerflow by PSAT, and runs SSAT to obtain the base mode. The base case 
represents the current operating point.  The GUI takes the base mode information with 
measurements obtained from the system to determine MANGO recommendations, i.e., 
operating point adjustments. This MANGO control information is then passed to the PSAT to 
form a new case and solve powerflow to determine the feasibility of the adjustment. If the 
powerflow can be solved, the MANGO adjustment is feasible and deemed validated.  Then, 
SSAT is called to calculate the new mode of the system. After each validated adjustment is 
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implemented, the GUI tabulates the modal damping and frequency, and display the before- and 
after- adjustment system modes on the plotting panels. Users can adjust the MANGO control 
repeatedly until a satisfactory adjustment is achieved. 

  

MANGO Tool Implementation 
Based on the data flow and components in the GUI design, this section presents the GUI layout 
and functional process implementation. 

Graphical User Interface Layout 
The MANGO GUI main window consists of two basic panels: a control panel, on the left side, 
and a display panel on the right side, as shown in FIGUXXX61. Five major functional areas in 
these panels are marked in the circle: 1. Data Entry and Adjustment Area, 2. Sequence Control 
Area, 3. Modal Information Display Area, 4. System Mode Display Area, and 5. Ringdown 
Display Area. 

Figure 66: Initial Concept Screen for MATLAB-based MANGO GUI 

 
  Circles represent areas of functionality described in this section. 

Source: Pacific Northwest National Laboratory 
 

Each of these five functional areas is described below: 

a. Data Entry and Adjustment Area 

The pull-down lists and static texts on the left two columns of Area 1 provides lists of 
generator bus numbers (“Channels”) and their original MW outputs (“Current Value”), 
which are obtained from the system configuration and description file. The editable text 
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boxes, sliders, and static texts on the right-side portion of Area 1 provide users with 
functionality to adjust the operating points (“Proposed Mango Ctrl”) on their selected 
generators, and allow the MANGO control to be evaluated and applied in the control 
process.  

b. Sequence Control Area 

In the upper row of Area 2, the first "Sort Channels" button provides the functionality to sort 
Channels according to the bus names; the second "Sort Channels" button provides the 
functionality to sort Channels based on their Current Values; the "Reset" button resets the 
Proposed Mango Ctrl to the Current Values; the right-most "Sort Channels" button sorts 
Channels based on their Required Adjustments.  

In the bottom row of Area 2, the text box displays the MANGO control status messages such 
as “EigValue initialized”, “Load flow failed”, and “Mango Implemented”, etc; the three 
buttons defines the sequence of the MANGO procedure: the “Generate Mango Ctrl” button 
when clicked will derive MANGO recommendations based on the modal sensitivity 
information which is calculated by a kernel function; the "Feasibility Check" button when 
clicked will start PSAT to solve the powerflow of the current system and return the message 
of powerflow success or failure to the user; and the "Implement Mango" button, when 
clicked, will call SSAT to calculate the new system mode based on the MANGO control, and 
draw the system damping and frequency plot, and ringdown plot in the display panels on 
the right part of the GUI window.  

c. Data Display Area 

Area 3 on the GUI window shows in a tabular form the "Damping (Real)" and "Freq (Hz)" of 
the "System Modes" - the original modes, the "Target Mode" - the desired modes, and the 
"Mango Predicted Mode" - the expected modes after MANGO control. The values in the 
table change dynamically based on the results of MANGO controls.   

d. System Mode Display Area 

The System Mode Display shows the changes in both the modal damping and the frequency 
before and after MANGO control. The plot can be dragged from left to right or up to down, 
zoomed in or out, aligned by center, or reset by the corresponding buttons.  

e. Ringdown Display Area 

The Ringdown Display also shows the system damping changes before and after validated 
MANGO controls is applied.  

Interface Functional Process Implementation 
The MANGO GUI is designed to be a “wrapper” for the MANGO control application. It is an 
overlay on top of the powerflow and eigenvalue calculation tool to enable the user to manage 
data, adjust generation and load, validate recommended adjustments, and assess system small 
signal stability before and after MANGO control. The data interface between GUI and the 
powerflow and eigenvalue calculation tool follows the definition of the tool input and output 
data formats, which are two standard data formats: PST data format or PSAT binary data 
format (.pfb). 
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For the MANGO-DSA version of the prototype tool, standard ASCII text files are used to pass 
data between the GUI and DSA. To provide seamless control of the MANGO tool, PSAT and 
SSAT are called and run as background programs automatically from the MATLAB comand 
window. Text commands are executed in MATLAB GUI to initiate the Python scripts for PSAT 
to implement powerflow validation procedures on specified systems, or run SSAT through an 
SSAT batch executable. No additional user actions are required during the processes of running 
PSAT and SSAT. Figure 67 shows the snapshots when PSAT and SSAT are executed on 
MATLAB calls in MANGO-DSA version. 

 

Figure 67: Snapshots of PSAT and SSAT Execution Calls for MANGO_DSA Version of the 
Prototype Tool 

         
Screens represent what PSAT (left) and SSAT (right) generate when called from within the DSA version 
MANGO prototype tool 
Source: Pacific Northwest National Laboraotry 
 

Software Code Components 
MANGO tool code components are in two main categories: 

a. MATLAB-based GUI codes (MATLAB) 

testGUIMango02.m: Main function, which is the GUI application wrapper and starts the 
user interface 

subRunSSAT.m: Call SSAT and extract system mode data from SSAT results 

b. powerflow and eigenvalue calculation codes 

MANGO-PST version:  

 MATLAB PST toolbox package 

 MANGO-DSA version: 

PSAT and SSAT scripting codes (Python or Batch) 
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runPSAT.bat: Call openPsat.py from MATLAB 

openPsat.py: Open PSAT, run specified Python program “PsatSolvePowerflow.py” in 
PSAT, and close PSAT 

PsatSolvePowerflow.py: Python operation program to run PSAT on specified system 
and return powerflow solution 

Simultest.py: PSAT convergence check Python script. 

MANGO Tool Test and Evaluation 
The MANGO prototype tool is tested and evaluated to ensure that it meets all the required 
features and specification. The MANGO procedure is also demonstrated with example system 
data. 

The following tests have been performed on the MANGO prototype tool: 

1. Validation Testing: test the validation of the fields set in the tool boxes and functions it has 
to perform. 

a. Pop-up Menu has drop down values in it.  

b. Some Text Boxes only accept numbers. 

c. Selection of any Pop-up value is displayed on the Text Box. 

2. Functionality Testing: test the functionally aspect of the tool to check its consistency of 
system workflows.  

a. “Sort” sorts the channels on different criteria.  

b. “Reset” initializes the MANGO control. 

c. “Feasibility Check“can start PSAT, run powerflow, and return powerflow solution. 

d. “Implement Mango” can start SSAT, run SSAT, and return system mode data. 

e. Plotting panels are drawing plots correctly. 

f. System modes are displayed in the System Modes panel dynamically based on the 
MANGO control. 

g. “Exit GUI and End Mango” and “Exit GUI and Continue” exits the GUI properly.  

3. Usability Testing: test the ease of use, versatility, User-friendliness, consistency, efficiency, 
performance, and visual impact. 

4. System Test with Example Case:    

For the MANGO-PST version of the prototype tool, a 17-machine system was used as the 
test case to evaluate its functionalities.  The powerflow of the 17-machine system is solved 
by the PST funciton "loadflow", and the eigenvalue result is generated through a PST 
function "svm_mgen".  Once the generators and loads are adjusted by the user, the 
powerflow and eigenvalue analysis are executed through the "Feasibility Check" and 
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"Mango Implementation" buttons in the prototype tool.  The results are consistent with 
those calculated directly in the MATLAB PST. 

For the MANGO-DSA version of the prototype tool, a Two-Area-Four-Machine system was 
selected as the test case to evaluate its functionalities. Figure 68 shows the bus and generator 
information of this Two-Area-Four-Generator system. In this system, there are 11 buses (1 
swing bus, 3 generator buses, 7 load buses). 

Figure 68: Two-Area, Four-Machine Test Case (DSA Version) 

 

 
Upper Figure: AC Buses table of PSAT. Bottom Figure: Generators table of PSAT. 
Source: Pacific Northwest National Laboratory 
 

As shown in Figure 69, user can adjust the generator bus MW outputs through the MANGO 
control panel, validate the powerflow of the adjusted system by PSAT, and calculate the system 
modes by running SSAT on the adjusted system as shown in Figure 70. 

Figure 69: MANGO Control Panel 

 
    Generator modification panel of MANGO prototype GUI 

Source: Pacific Northwest National Laboratory 
 

Figure 70: MANGO Calculated System Modes 

 
    Calculated modal output panel of MANGO prototype GUI 

Source: Pacific Northwest National Laboratory 
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After conducting multiple tests with different sets of generator MW output values, and 
comparing the results with the expected outputs obtained manually from PSAT and SSAT 
operations, the level of accuracy of MANGO prototype tool was verified. The prototype 
successfully and fully integrated PSAT and SSAT for powerflow analysis and system mode 
assessment. It is easy to use, efficient in calculation, and scalable for further extensions.  

Ultimately, MANGO prototype tool will be provided to grid operators for evaluation. These 
tests are expected to not only provide a very specific interval for evaluating the MANGO 
prototype tool, but methods for improving the system identification to help evaluate MANGO’s 
effectiveness. 

Summary 
A MANGO prototype tool has been developed for the users to make grid operation decision, 
automate MANGO procedures, and mitigate inter-area oscillations. Two versions of the 
MANGO GUI are developed: MANGO-PST version and MANGO-DSA version. The prototype 
tool streamlines the implementation of the MANGO procedure by integrating necessary 
components within a single GUI environment. The tool has been tested and validated for its 
functionality. At this stage, the MANGO prototype tool is not intended for actual applications, 
but for development purposes to convey the research results and facilitate feedback from users 
to improve the method and the GUI towards a practical tool. Once that is done, further testing 
will likely proceed in “off-line” mode and in “safe” operating conditions during times of low 
demand and relatively high system stability. As confidence in the validity of the MANGO 
prototype increases, the use of the tool could extend for more demanding operating conditions. 
The purpose of the tool development is to facilitate the evaluation and future application in a 
real-life environment.  
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CHAPTER 8: 
Conclusion and Future Work 
Under-damped or un-damped oscillations can cause power grid breakups and even large-scale 
power outages, such as the power outage that occurred on August 10, 1996 in the WECC 
system. During the outage in 1996, about 7.5 million customers (24 million people) lost their 
power supply for the range from several minutes to six hours [Wikipedia contributors 2010]. 
According to Table 6-1 of the proposal for the Western Interconnection Synchrophasor Program 
(WISP) [WECC 2009], the value of large-scale outage avoidance for the WECC system is over 
one billion dollars over the next 40 years. Most major tie lines in WECC system are often 
constrained by stability limits, which are more limiting than the thermal limits [Western 
Congestion 2006]. Real-time decision support for damping improvement enables grid operators 
to respond to under-damped or un-damped oscillations more efficiently and more effectively. 
The MANGO concept proposed in this project is expected to have significant impact on power 
grid operation. It addresses many of the challenges which traditional modulation control falls 
short of. Modulation control usually relies on a system model for off-line parameter tuning. As 
an off-line system model would never be able to accurately reflect real-time operating 
conditions. Off-line tuned modulation control is not effective in many cases, especially for 
damping inter-area oscillations. Recent development of smart grid technologies poses even a 
larger challenge in damping oscillations. For example, renewable energy sources reduce system 
inertia and add more uncertainty, and energy efficient loads introduce new dynamics as well as 
uncertainty. These all change system oscillation behaviors and make it even more difficult to 
obtain an accurate real-time system model. MANGO control does not rely on a known system 
model but uses real-time phasor measurements and other synchronized measurements. On the 
other hand, MANGO can potentially utilize responsive loads to adjust system power flow 
patterns, so as to improve system damping. MANGO can also utilize some other smart grid 
technologies such as storage for power flow pattern adjustment. Therefore, MANGO can not 
only improve grid reliability and efficiency but also help to facilitate the development of smart 
grid technologies such as renewable energy, demand response, and energy storage. This has 
both economic and environmental implications.  

Based on the effect of operating points on modal damping, a MANGO procedure was 
established for improving small signal stability through operating point adjustment. Extensive 
simulation studies show that damping ratios can be controlled by operators through adjustment 
of operating parameters such as generation re-dispatch, or load reduction as a last resort. 
Damping ratios decrease consistently with the increase of overall system stress levels. At the 
same stress level (i.e., same total system load), inter-area oscillation modes can be controlled by 
adjusting generation patterns to reduce flow on the interconnecting tie line(s). The effectiveness 
of the MANGO control is dependent on specific locations where the adjustment is applied. The 
MANGO procedure consists of three major steps:  

(1) Recognition – operator recognizes the need for operating point adjustment through on-
line ModeMeter monitoring; 

(2) Implementation – operator implements the adjustment per recommendations by the 
MANGO approach; and 
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(3) Evaluation – operator evaluates the effectiveness of the adjustment using ModeMeter 
and repeats the procedure, if necessary.  

As the first stage, the MANGO procedure is a measurement-based and operator-oriented 
procedure. Practical implementation is envisioned to be achieved by integrating MANGO 
recommendations into existing operating procedures, per NERC and WECC standards. The E-
tag system is one such implementation mechanism. The MANGO model can be updated 
according to the current measurement and mode estimation results. Operators are included in 
the loop to bring in expert knowledge. In the future, after the confidence and accuracy of 
MANGO model is established, it is expected that the automatic, closed-loop control will be 
introduced to speed up the implementation and avoid human errors. The automatic process can 
be integrated into a remedial action scheme (RAS) system or a special protection system (SPS). 

Both steps 1 and 3 rely on a good ModeMeter to estimate the current modes, while step 2 builds 
on modal sensitivity, i.e., the relationship of oscillation modes and operating parameters. The 
relationship is generally nonlinear, and it is impractical to derive a closed-form analytical 
solution for this relationship. Calculating sensitivity from the system model is not applicable 
because the model is usually not able to reflect real-time operating conditions. Therefore, this 
work has been primarily centered on estimating modal sensitivity from real-time measurement.  

A new concept of relative modal sensitivity is proposed. The relative sensitivity is formulated 
using least squares principles in the form that can be estimated directly from measurements. 
Testing has been carried out with a medium-size 34-machine system model, analogous to the 
WECC system, and with the full-size WECC system. The results indicate strong correlation of 
power flow patterns to the damping, giving clear guidance on how to adjust generator outputs 
to improve damping.  

System topology changes the inherent dynamics in a power system, and thus changes the 
modal properties. Topology analysis is conducted to characterize the impact of topology change 
on oscillation modes. Within the WECC system, topology changes that just modify the 
impedance along an energy path have significantly more impact on mode damping than on 
mode frequency. However, there are some topology changes that completely eliminate an 
important path, and sometimes an entire mode.  Even when the mode is not eliminated, it may 
reappear at a quite different frequency, though with a similar mode shape.  Including topology 
information in the MANGO procedure is very important to its successful application.  Topology 
impacts the MANGO procedure in two aspects: as input, it may change the sensitivity 
relationship between operation parameters and mode damping, and as output, topology 
adjustment can be another option for damping control, as shown in the results with the full 
WECC system. This merits further study.   

In summary, a MANGO procedure has been established with practical considerations. The key 
step in the procedure is the modal sensitivity. A method for estimating relative modal 
sensitivity has been formulated and studied with promising results from a medium-size system 
and the full WECC system. Impact of topology change on damping has been studied. The 
simulation studies were conducted with commercialized software, and the resulting experience 
and data pave the road for large-scale MANGO application.  
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Future Work 
The work reported herein lays an excellent foundation towards the long-term goal of 
developing an operational tool for improving small signal stability. To achieve this long-term 
goal, additional research and development efforts are needed, as detailed as three stages below.  

As the immediate next step, the first stage is to evaluate and improve the MANGO method with 
the full WECC system. The initial test results with the full WECC system are promising, but the 
work needs to be extended in several aspects regarding multi-mode interference, topology 
impact, and noise rejection. The WECC system provides unique opportunities for these studies. 
It has multiple oscillation modes. Adjustment for improving damping for one mode should not 
harm another mode. The interference among multiple modes should be studied. This report 
shows that topology affects modal properties and in turn MANGO procedures. Topology 
information should be included in generating operation recommendations, which has not yet 
been studied. So far, the studies are based on simulated “clean” data, which is necessary in the 
evaluation stage because the true answer is known with simulation. But in real-life applications, 
actual measurement data contain noise. The noise also needs to be simulated to study how the 
noise affects the results and how to improve the MANGO method for noise rejection. After 
these aspects are studied, the work in this stage prepares the method for testing with actual 
measurement data.  

The second stage is to test and demonstrate the MANGO method with actual measurement in a 
control room environment. Due to limited phasor measurement available today, the studies in 
this report are performed with simulated data. Actual measurements, representing realistic 
scenarios and system characteristics, would be the ultimate test of the proposed method. 
Findings will further improve the method. As MANGO aims at an operator-oriented measure, 
it is important to identify implementation strategies with operating procedures for control room 
use. Only when the MANGO measure is included in operating procedures, can the benefit be 
actually realized in improving power grid reliability. Therefore, it is important to collaborate 
with power companies in integrating the MANGO procedure to operation procedures. 
Considering the schedule of the WISP project the installation of additional 250+ PMUs, this 
stage is expected to be in the timeframe of the next 2-3 years. By the end of this stage, an 
operational tool is expected to be ready for pilot testing in control rooms.  

In the third stage, as a longer term effort, the proposed MANGO method can be extended for 
the smart grid environment. Once the MANGO procedure is fully tested in the traditional grid 
environment, its extension to the smart grid environment would become necessary. This would 
be beyond generation adjustment. It could include the adjustment of storage and responsive 
smart loads, and at the same time, considering characteristics of intermittent renewable energy 
sources. The MANGO adjustment needs to take into account the natural variations in the 
generation to avoid under- or over-adjustment issues. Renewable energy, smart loads, and 
energy storage are posing unprecedented challenges but also providing new opportunities in 
the area of system oscillation mitigation. 
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ACRONYMS 

2A4M  Two-Area, 4-Machine Model 

BPA  Bonneville Power Administration 

CAISO  California Independent System Operator 

CERTS  Consortium for Electric Reliability Technology Solutions 

CEC  California Energy Commission 

COI  California-Oregon Intertie 

DR   Damping Ratio 

DSA  Dynamic Security Assessment 

DSI  Dynamic System Identification 

DSO  Dispatcher Standing Order 

EMS  Energy Management System 

FACTS  Flexible AC Transmission System 

GUI  Graphical User Interface 

IDC  Interchange Distribution Calculator 

IROL  Interconnection Reliability Operation Limit 

MANGO Modal Analysis for Grid Operations 

MIMO  Multiple Input, Multiple Output 

MSR  Modified Stepwise Regression 

NERC  North American Electric Reliability Corporation 

PDCI  Pacific DC Intertie 

PDT  Pacific Daylight Time 

PMU  Phasor Measurement Unit 

PSLF  Positive Sequence Load Flow 

PSS  Power System Stabilizer 

PST  Power System Toolbox 

R3LS  Regularized Robust Recursive Least Squares 

RAS  Remedial Action Scheme 

SMIB  Single-Machine, Infinite Bus 
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SOL  System Operation Limit 

SPS  Special Protection Scheme 

SSAT  Small Signal Stability Analysis Tool 

TLR  Tie Line Relief 

TSAT  Transient Stability Analysis Tool 

WECC  Western Electricity Coordinating Council 

WISP   Western Interconnection Synchrophasor Project 
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Appendix A: 
System Models 
Throughout the report, several system models have been referenced.  This appendix provides 
further information about these system models. 

Two-Area, Four-Machine System 
Initial studies for the MANGO procedure began with a simple model from [Kundur 1994].  This 
model has four generators separated into two areas.  The basic topology of the system is shown 
in Figure A-1.  The system is balanced in such a way that power predominately flows from the 
left area of the system to the right area.  Loads at bus 7 and bus 9 consume the power produced 
by the four generators. 

Figure A-1: One-Line Diagram of Two-Area System 

 
    One-line diagram of two-area, four-machine system 

Source: Adapted from [Kundur 1994] 
 

The four generators of the system are modeled nearly identically.  Each generator is a 900-MVA 
unit on a 20-kV basis.  Each of the generators is modeled as a “voltage behind the transient 
reactance”.  The block diagram of the direct and quadrature axes of these generators is shown in 
Figure A-2 and Figure A-3, respectively.  In the block diagrams,  fdE  represents the stator field 

voltage, qE′   represents the quadrature axis voltage, and dE ′   represents the direct axis voltage. 

satF  represents the magnetic field saturation.  The direct axis model has an open circuit time 
constant of 0.80 =′dT   seconds, a d-axis synchronous reactance of 8.1=dX   p.u., and a d-axis 
transient reactance of 3.0=′dX   p.u..  The quadrature axis model has an open circuit time 
constant of 4.00 =′qT   seconds, a q-axis synchronous reactance of 7.1=qX   p.u., and a q-axis 

transient reactance of 55.0=′qX  p.u.  The only parameter different between the two models is 
the inertia constant.  The left generators (G1 and G2) were assigned an inertia constant of  

5.6=H  seconds, while the right generators (G3 and G4) were assigned a slightly smaller 
inertia constant of 175.6=H   seconds [Chow and Rogers 2000; Kundur 1994].  All p.u. values 
are based on the machine’s own MVA base. 
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Figure A-2: Transient Generator Direct Axis Model 

 
    Transient generator representation of direct axis model 

Source: [Chow and Rogers 2000] 
 

Figure A-3: Transient Generator Quadrature Axis Model 

 
    Transient generator representation of quadrature axis model 

Source: [Chow and Rogers 2000] 
 

In addition to the same generator model, each of the generators was equipped with an identical 
exciter.  All exciters are modeled as thyristor exciters with a high transient gain and follow the 
block diagram shown in Figure A-4.  The simple exciters contain no transient gain reduction.  
Each exciter has the transducer filter time constant as 01.0=RT   seconds and the exciter voltage 
regulator gain set as 200=AK .  Not shown in Figure A-4 is the limiter on the output of the 
exciter.  For the purposes of this study, the exciter regulator was set to a minimum and 
maximum output of ±5.0 p.u. to effectively remove any effects it would have on the transient 
analysis. 
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Figure A-4: Simple Exciter Model 

 
    Simple exciter model used for two-area, four-machine system 

Source: [Chow and Rogers 2000; Kundur 1994] 
 

To stabilize the simple two-area system, power system stabilizer (PSS) units are also included 
on each of the four generators.  As with the exciters, all of the PSS units are identical and are 
tuned to the same parameters.  The simple block diagram of Figure A-5 represents the shaft 
speed-based power system stabilizers used in the two-area system.  For each of the PSS units, 
the PSS gain was set as 300=STABK  , and the washout time constant was set to 0.20=WT   
seconds.  The lead lag networks of the PSS units were set using 05.01 =T , 02.02 =T , 0.33 =T , 
and  4.54 =T  seconds each [Kundur 1994]. 

Figure A-5: Simplified PSS Model 

 
   Simplified PSS model used in generators of two-area, four-machine system 

Source: [Chow and Rogers 2000; Kundur 1994] 
 

The modes of interest of this two-area-four-machine system are listed below. 

Table A-1: Modal Properties of Two-Area, Four-Machine System 
Frequency (Hz) Damping Ratio (%) 

0.6085 13.60 

1.2463 21.61 

1.2941 21.62 

Source: Pacific Northwest National Laboratory 

17-Machine System 
To provide a more complex, realistic system for evaluating various operator actionable control 
methods, a 17-machine system was also investigated.  This system is a very rough analog to the 
Western Electricity Coordinating Council (WECC).  The one-line diagram for this system is 
shown in Figure A-6.  It is useful to note that the high-voltage direct current (HVDC) intertie is 
modeled as loads on the system.  That is, bus 42 is a load on the system of 10 p.u. and bus 43 
provides -10 p.u. power back into the system.  No dynamics of the DC controls are modeled, 
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nor are the rectifier and inverter.  Despite the indications on the one-line diagram, the physical 
interconnection between bus 42 and bus 43 does not exist in the system model.  While some 
rough comparisons could be made between various geographic generator sets and their 
positioning in the one-line diagram, only a very weak correlation exists.  As such, modes are not 
expected to follow identical interaction paths or inhabit the same frequency bands as the full 
WECC system. 

All generators within the 17-machine system are modeled as synchronous machines with the 
voltage behind subtransient reactance from the Power Systems Toolbox [Chow and Rogers 
2000].  These models are slightly more complex than the transient reactance models used in the 
two-area model.  Similarly, the machines can be split into a direct-axis model and a quadrature-
axis model.  The block diagrams of these two representations are shown in Figure A-7 and 
Figure A-8, respectively.  The details of the numerous parameters and their substitutions are 
available in [Chow and Rogers 2000]. 

Along with the different generator model, the implementation of the generators in the 17-
machine system is different.  With the exception of generator 17, all of the machines occur in 
pairs.  Each “true” generator is effectively split into two separately modeled generators, so the 
system could almost be thought of as a 9-machine system.  In each of these pairs, one generator 
is set up as a base generation unit and one is set up as a load-following generator. 

Figure A-6: One-Line Diagram of 17-Machine System 

 
   One-line diagram of 17-machine system with tie-lines indicated as boxes 

Source: [Trudnowski et al. 2006] 



125 

All of the load-following generators include a speed governor model.  All governors are 
modeled as steam-turbine governors following the block diagram of Figure A-9.  All of the load-
following generators contain identical settings for the first two parameters.  The steady state 

gain is set to 0.201
=

r
  p.u. and the maximum power order is set as  00.1max =T  p.u.  For other 

parameters, the load-following generators are split into two groups, with generators 9, 10, 14, 
and 16 being in one group with one set of governor parameters and generators 11, 12, 13, and 15 
with a second set of parameters.   

Figure A-7: Subtransient Generator Direct Axis Model 

 
Model representation of direct axis of subtransient model generator in 
17-machine system 
Source: [Chow and Rogers 2000] 

Figure A-8: Subtransient Generator Quadrature Axis Model 

 
Model representation of quadrature axis of subtransient model generator 
in 17-machine system 
Source: [Chow and Rogers 2000] 
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Figure A-9: Generator Governor Block Diagram 

 
Model representation of generator governor in 17-machine system 
Source: [Chow and Rogers 2000] 
 

The first set of generators set the servo time constant to 40.0=sT   seconds, the governor time 
constant as  0.75=cT  seconds, the transient gain time constant at 0.103 =T   seconds, the high 
pressure (HP) section time constant as  4.24 −=T  seconds, and finally the reheater time 
constant as 2.15 =T   seconds.  This model is indicated as hydro-generation units.   

The second set of generators has a servo time constant of 04.0=sT   seconds, a governor time 
constant of 2.0=cT  seconds, no transient gain time constant ( 03 =T ), a HP section time 
constant of 5.14 =T  seconds, and finally a reheater time constant of 0.55 =T  seconds.  The 
smaller time constants give the governor a larger bandwidth and responds to speed changes 
more quickly than the “hydro” governors modeled on the first set of generators. 

Much like the two-area system, all of the generators in the 17-machine system utilize a simple 
exciter.  Unlike the two-area system, each of the 17-machine system generators include transient 
gain reduction as part of the functionality.  However, they also eliminate the transducer filter 
time constant.  As such, the 17-machine exciters follow the form of Figure A-10.  Similar to the 
governor models, two parameter sets exist for the exciters.  All of the generators except 3, 5, 11, 
and 13 use an exciter gain of 200=AK  and a voltage regulator time constant of 04.0=AT  
seconds.  However, generators 3, 5, 11, and 13 use a gain of 250=AK  and a voltage regulator 
time constant set to 03.0=AT  seconds.  All generators have the transient gain reduction portion 
set using 0.12=BT  seconds and 0.1=CT  seconds.  The limiters of all of the exciters are again 
scaled to significantly larger values to prevent saturation of the output. 

Figure A-10: Exciter Model for 17-Machine System 

 
    Model representation of generator exciter in 17-machine system 

Source: [Chow and Rogers 2000] 
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The 17-machine system includes PSS units as well.  All of these PSS units follow the same model 
shown in Figure A-5 in the section of the two-area system.  Each PSS unit is reported to have 
been tuned using the procedure outlined in [Rogers 2000].  

Through the combination of more complex models and an increase in the number of generators, 
the 17-machine system provides a more realistic system to analyze.  Several inter-area modes of 
oscillation exist in the model.  In addition, more complex control devices provide a better 
approximation of how various operator actionable control schemes may affect the stability of a 
mode of interest. 

The modes of interest of this 17-machine system are listed below. 

Table A-2: Modal Properties of 17-Machine System 
Frequency (Hz) Damping Ratio (%) 

0.2988 12.66 

0.4010 1.94 

0.6097 3.59 

0.6513 7.86 

0.7970 4.20 

0.8944 7.91 

1.2005 7.29 

Source: Pacific Northwest National Laboratory 

A Simplified WECC System 
The simplified WECC system is a reduced order model of the WECC system.  Unlike the 17-
machine, which is only a rough analog, this simplified WECC model provides a highly detailed 
model of the WECC power grid.  This includes geographical correlations as the diagram of 
Figure A-11 demonstrates.  The system consists of 34 generators, 120 buses, 115 lines and 
transformers, 54 generator and load transformers, 19 load buses, and 2 DC lines. Two types of 
generator models (i.e., salient pole model and round rotor model) are used. Each generator is 
equipped with an exciter model. Three generators are equipped with power system stabilizers 
(PSS) to damp local modes. 
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Figure A-11: One-Line Diagram of Simplified WECC System 

 
One-line diagram of simplified WECC system, showing major 
generators and lines 
Source: [Trudnowski and Undrill 2008] 

 

The simplified WECC system shares many underlying model characteristics with the 17-
machine model.  As with the 17-machine model, the simplified WECC model utilizes generators 
modeled as synchronous machines with the voltage behind subtransient reactance from the 
Power Systems Toolbox [Chow and Rogers 2000].  This generator model provides a high level 
of detail for machine responses.  Coupled with the appropriate governor and control schemes, 
the interactions of different generator sizes and types are better modeled in the system.  
Furthermore, the simplified WECC model continues to model the DC interties as constant 
power loads and injections at either end.  This prevents any ambiguous or uncertified results 
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from the inverter models or even the model of the line itself from causing unexpected influences 
in the system.  Unlike the 17-machine model, all of the limits to the generators and exciters have 
been left in place.  This helps create a more realistic simulation of the actual WECC power grid 
for study. 

The modes of interest of this simplified WECC system are listed below.  Each table represents a 
particular loading of the California-Oregon Intertie in the model.  COI_P=0 is the base case, 
while the other tables represent a COI flow reduction of 10 MW and 20 MW, respectively. 

Table A-3: Modal Properties of Simplified WECC System - Base Case 
COI_P = 0 

Frequency (Hz) Damping Ratio (%) 

0.1681 27.88 

0.3219 -1.03 

0.5071 9.21 

0.5486 6.25 

0.6219 0.70 

0.6858 5.73 

0.7086 4.54 

0.7963 20.85 

Source: [Trudnowski and Undrill 2008] 

Table A-4: Modal Properties of Simplified WECC System - 10 MW COI Reduction 
COI_P = 10 

Frequency (Hz) Damping Ratio (%) 

0.1691 28.22 

0.3390 1.73 

0.5098 9.05 

0.5551 6.47 

0.6208 0.77 

0.6885 5.63 

0.7190 4.88 

0.7964 20.87 

Source: [Trudnowski and Undrill 2008] 
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Table A-5: Modal Properties of Simplified WECC System - 20 MW COI Reduction 
COI_P = 20 

Frequency (Hz) Damping Ratio (%) 

0.1698 28.31 

0.3507 3.71 

0.5115 8.90 

0.5588 6.67 

0.6184 0.92 

0.6904 5.58 

0.7243 5.52 

0.7965 20.88 

Source: [Trudnowski and Undrill 2008] 

WECC 2009 Heavy Summer Cases 
The final model under examination and testing as part of the MANGO procedure was the 2009 
WECC Heavy Summer Cases.  No one line diagram is available for this model, but the 
comprehensive models encompass most of the WECC.  The interchange diagram for the 2009 
Heavy Summer case is shown in Figure A-12.  The models are composed of 16000 different 
busses with 3000 generators and 20000 transmission lines and represents the heavy summer 
planning case for WECC systems.  The powerflow and modal analysis are all performed using 
the PSAT and SSAT software packages, with appropriate governor, exciter, PSS, and governor 
models selected by the software. 
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Figure A-12: WECC 2009 Heavy Summer Model Interchange Diagram 

 
Interchange diagram representing area interchanges in 2009 WECC Heavy Summer model 
Source: [WECC 2009] 
 

The modes of interest of this simplified WECC system are listed below. 

Table A-6: Modal Properties of 2009 Heavy Summer WECC Case 
WECC 2008 Heavy Summer Model 

Frequency (Hz) Damping Ratio (%) 

0.2150 12.76 

0.3299 9.81 

Source: Pacific Northwest National Laboratory 
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A Low-Damping WECC Case  
This appendix mainly introduces the detailed procedures to create an operating condition based 
on the 2009 heavy summer case with a low damping ratio of the North-South oscillation mode 
in the WECC system. The main idea is to gradually stress the WECC system using a procedure 
that is similar to what actually occurred during the system breakup on August 10, 1996, in the 
WECC area [WECC 1996]. The simulated actions taken here include generation re-dispatch to 
stress COI line flow, tripping important transmission lines, reduce or trip power plants, etc. 

Procedures to create a WECC case with a low damping ratio are detailed below:  

(1) Increase the COI line flow per the procedures proposed in the report [Xu et al. 2009]. 
When the COI line is more stressed, the damping ratio for the 0.25 Hz north-South 
mode decreases. At the base case, the COI line flow was 4019 MW. The COI flow was 
increased step by step, by increasing the generation in BC Hydro and Alberta (MCA 
16 G1-G4, REV 16 G1-G2-G4,  BGS 16.5 G1), and decreasing the generation in 
California (DIABLO 25 1). 

(2) Perform eigenvalue analysis using SSAT while increasing the COI line flow and 
when the line flow reached 5187 MW, the damping ratio of the North-South mode 
dropped to 8.46%, and the frequency dropped to 0.1969 Hz. 

(3) Further stressing the COI line flow may decrease the damping ratio of the N-S mode 
even further. However, power flow solution started to diverge when adjusting the 
generation. Figure A-13 provides the default settings of these parameters used at the 
base case in DSA Tools. 

Figure A-13: Power Flow Solution Parameters Used at the Base Case 

 
    Solution parameters for PSAT used to solve base powerflow condition 

Source: Pacific Northwest National Laboratory 
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(4) Scan N-1 contingencies to further stress the system and evaluate the impact of line 
outage on the North-South mode. This contingency scan included all the 500 kV line 
outages across the entire WECC system. After the contingency scan, the one with the 
lowest damping ratio was selected to generate a new operating condition after 
removing the corresponding line. This new case is considered as the base case for the 
second contingency scan.  

(5) Relax power flow solution parameters by increasing tolerance, disabling VAR limits, 
and disabling various control options to allow for more viable solutions.  Otherwise, 
further tripping lines alone can cause power flow to diverge.  The simulations results 
in SSAT show that disabling VAR limits can significantly decrease the damping ratio 
while maintaining a valid power flow solution. 

(6) Repeat the contingency scan with solution parameters relaxed and after tripping 
three 500-kV lines, the damping ratio can drop to around 2.5%. In-depth 
investigation revealed that all these line outages resulted in loss of a large power 
plant (400 MW-600MW). The COI line flow can be further increased to 5840 MW. 

(7) Validate this case in time domain simulation by tuning dynamic model parameters 
and it was found that abnormal behavior of some small generators was observed. 
The dynamic data file was thus tuned by netting all the problematic generators to 
make sure that the transient simulation at no fault case is reasonably stable. A 
desired operating condition was successfully created, in which the North-South 
mode has an oscillation frequency of 0.1777 Hz and damping ratio of 2.26%. The 
Alberta mode has an oscillation frequency of 0.3077 Hz and the damping ratio of 
9.57%. 

(8) Perform eigenvalue analysis and time domain simulation in SSAT and TSAT 
respectively and the results are shown in Figure A-14 through Figure A-17. From the 
mode shapes, the created case preserved the two important oscillation modes. The 
violations in generator reactive power outputs, voltage violated buses and 
overloaded branches are tabulated in Table A-7 through Table A-10.  
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Figure A-14: Mode Shape of North-South Mode 

 
Mode shape for north-south mode of WECC system – 0.1777 Hz 
 and 2.26% damping ratio 
Source: Pacific Northwest National Laboratory 

 

Figure A-15: Mode Shape of Alberta Mode 

 
Mode shape for Alberta mode of WECC system – 0.3077 Hz and 
9.57% damping ratio 
Source: Pacific Northwest National Laboratory 
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Figure A-16: Relative Rotor Angles 

 
  Relative rotor angles for generators on the WECC system – No fault simulation at new baseline 

Source: Pacific Northwest National Laboratory 
 

Figure A-17: Bus Voltages 

 
  Bus Voltage levels for points in the WECC system – No fault simulation at new baseline 

Source: Pacific Northwest National Laboratory 
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Figure A-18: Generators with Reactive Power Over the Limit 

 
  Plot of generators over their reactive generation limits for the new baseline WECC case 

Source: Pacific Northwest National Laboratory 
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Table A-7: Overloaded Lines in WECC Model 
From Bus To Bus   Current (A)   MVA 

Number Name Number Name ID Loading Rating %Loading Loading 
50153 KI1 12B112.6 51179 KI1 12GN12.6 1 1271.51 91.64 1387.46 28.86 
50025 MUR230  230. 50030 MAN230  230. 1 1143.59 580.11 197.13 448.69 
50411 KTG 25  25.2 51236 HLF IPP 25.2 1 156.01 91.64 170.24 7.15 
51571 MGE 138 138. 51581 MGE1L366138. 1 388.76 264.83 146.80 94.30 
47095 VIEW TAP115. 45201 MERWIN  115. 1 941.28 672.74 139.92 191.55 
50194 ING500  500. 40323 CUSTER W500. 2 2677.81 2000.06 133.89 2178.10 
45126 COPCO 2G69.0 45124 COPCO 1 69.0 1 495.79 384.90 128.81 60.96 
40687 MALIN   500. 30005 ROUND MT500. 2 2225.38 1799.95 123.64 1931.79 
33688 ROB-LRNR60.0 33687 STKTN WW60.0 1 242.23 202.07 119.87 25.17 
48197 LOLO    230. 60278 IMNAHA  230. 1 1097.54 920.00 119.30 404.59 
50458 MIN287  287. 50459 KIT287  287. 1 718.15 632.07 113.62 347.32 
31636 BURNEY  60.0 31638 BURNEYQF60.0 1 114.06 101.04 112.89 12.29 
60150 HELLSCYN230. 60095 BROWNLEE230. 1 1351.07 1199.88 112.60 549.57 
73439 BBILL3-46.90 73462 SPIRTMTN6.90 1 745.39 669.39 111.35 8.91 
50539 MCM IPP 138. 50607 MCM TAP 138. 1 621.70 560.20 110.98 148.60 
40259 COLUMBIA115. 40579 JENKINS 115. 1 585.70 530.16 110.48 114.71 
50522 MFE138  138. 51581 MGE1L366138. 1 291.02 264.83 109.89 70.59 
40385 ELLENGTP115. 40579 JENKINS 115. 1 578.32 530.16 109.08 113.26 
50030 MAN230  230. 50033 CSN230  230. 1 718.70 664.96 108.08 281.25 
50194 ING500  500. 40323 CUSTER W500. 1 2722.63 2520.02 108.04 2214.56 
50586 GBR 66  66.0 50937 GBWTP30066.0 1 303.26 280.80 108.00 34.60 
24807 MIRAGE  115. 24819 CONCHO  115. 1 985.41 918.74 107.26 200.48 
62355 MLCK PHA230. 62030 PTRSNFLT230. 1 852.66 800.01 106.58 333.82 
43775 PUBPAP2#59.8 43557 SULIVAN 59.8 1 1154.96 1086.15 106.34 119.11 
45383 CHERYPPL115. 47095 VIEW TAP115. 1 901.00 849.96 106.00 182.05 
50194 ING500  500. 50703 NIC500  500. 1 2243.99 2120.03 105.85 1943.22 
50047 MDN500  500. 50194 ING500  500. 1 2640.39 2500.04 105.61 2176.10 
32352 WEST JCT60.0 32357 LINC ALT60.0 1 340.62 336.79 101.14 32.35 
62084 DILLON S161. 65155 BIGGRASS161. 1 595.51 589.90 100.95 167.21 
50025 MUR230  230. 50188 BGS230  230. 1 715.32 709.89 100.77 281.76 
42160 ARLNGTON115. 42162 BEAVERLK115. 1 556.10 552.25 100.70 106.80 
42160 ARLNGTON115. 45608 BEVERLY 115. 1 555.92 552.25 100.67 104.84 
50542 WSN230  230. 50545 BLW230  230. 1 536.99 536.94 100.01 209.79 

Source: Pacific Northwest National Laboratory 
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Table A-8: Overloaded Transformers in WECC Model 
From Bus To Bus   Current (A) MVA   

Number Name Number Name ID Loading Rating Loading Rating %Loading 
31872 CLOVER  9.11 31591 CLOV TAP60.0 1 942.91 69.71 15.54 1.10 1352.55 
31828 KILRC1-29.11 31598 KILARC  60.0 1 255.01 43.30 28.83 4.50 588.93 
32257 PLCRVLT2115. 32510 CHILIBAR4.16 1 102.21 35.14 20.53 7.00 290.83 
34652 CHV.COAL9.11 34570 COLNGA 270.0 1 2218.13 887.26 38.50 14.00 250.00 
33139 STAUFER 9.11 33066 STAUFFER60.0 1 109.23 45.23 11.67 4.70 241.52 
73082 HEART MT69.0 73339 HEART MT2.40 1 3991.41 1683.94 16.92 7.00 237.03 
55211 TAR-LD-269.0 59223 TAR-GN-213.8 BT 9570.63 4183.70 240.20 100.00 228.76 
35048 FRITOLAY9.11 34814 FRITO LY115. 1 67.85 30.12 13.90 6.00 225.24 
33906 SPRNG GP115. 34078 SPRNG GP6.00 1 1500.92 721.69 16.38 7.50 207.97 
34640 ULTR.PWR9.11 34375 ULTPWRJ 115. 1 2564.84 1311.87 42.09 20.70 195.51 
31436 INDIAN V9.11 31224 INDIN VL115. 1 35.59 19.08 7.36 3.80 186.56 
33832 COG.CAPT9.11 30571 ALTALAND230. 1 1130.61 633.75 18.38 10.00 178.40 
31838 CNTRVL129.11 31696 CNTRVLLE60.0 1 99.38 57.74 10.69 6.00 172.13 
34320 MCSWAIN 9.11 34226 MC SWAIN70.0 1 1035.38 633.75 17.15 10.00 163.37 
73344 PILOT BU34.5 73343 PILOT BU2.40 1 52.39 33.47 3.14 2.00 156.52 
44927 COPCO 2G6.60 45065 COPCO 2 115. 1 4706.36 3061.71 53.80 35.00 153.72 
43187 FARADAY 11.0 43191 FARADAY 59.8 1 1449.83 997.24 27.62 19.00 145.38 
32164 CTY FAIR9.11 32008 SUISUN  115. 1 904.92 633.75 14.85 10.00 142.79 
65860 JFRSNPHA161. 65850 JEFFERSN161. 1 508.24 358.60 137.80 100.00 141.73 
54052 BLUERIDG138. 58052 BLUERDGE13.8 T1 187.02 138.06 46.80 33.00 135.46 
31834 KELLYRDG9.11 31646 KLLY RDE60.0 1 141.13 105.85 15.14 11.00 133.33 
16709 VALNCIA113.2 16703 VALNCIA 115. 1 131.83 100.41 22.57 20.00 131.30 

Source: Pacific Northwest National Laboratory 
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Table A-9: Over-Voltage Buses in WECC Model 
Bus Base Voltage  

Number Name Type kV kV p.u. Angle Area Zone Owner 
31001 HMBLT TM115. 4 115 132.57 1.1528 -49.5710 30 301 Pacific 
33122 MRAGA 2T13.2 2 13.2 15.18 1.1500 -136.1948 30 368 Pacific 
33121 MRAGA 1T13.2 2 13.2 15.18 1.1500 -136.2239 30 368 Pacific 
10508 NE_SUB  12.5 4 12.5 14.37 1.1499 -71.3768 10 101 PN2   Ne 
54464 W CASCAD25.0 4 25 28.74 1.1495 24.8273 54 564 Alberta 
51273 FM2 25B 25.2 2 25.2 28.92 1.1478 25.9705 50 500 British 
16673 HARTT   13.8 4 13.8 15.66 1.1346 -71.4856 14 160 Tucson E 
31828 KILRC1-29.11 2 9.1 10.29 1.1300 -123.5543 30 371 Pacific 
62387 PTRSNFRG69.0 1 69 77.89 1.1288 -70.5981 62 621 Idaho Po 
34622 GATES 1T13.2 1 13.2 14.88 1.1273 -139.1523 30 368 Pacific 
43565 SUMMIT 124.0 1 24 26.81 1.1171 -82.1865 40 452 Portland 
11048 CLINT   4.16 4 4.16 4.64 1.1159 -75.5300 11 110 EPE   El 
32466 NARROWS19.11 2 9.1 10.14 1.1132 -130.1885 30 379 Pacific 
50372 GCL 60  60.0 1 60 66.78 1.1130 16.3853 50 500 British 
50869 DTR 60  60.0 1 60 66.77 1.1128 16.7225 50 500 British 
51232 SSC  60 60.0 1 60 66.76 1.1127 16.7362 50 500 British 
51052 SSC TAP 60.0 1 60 66.76 1.1126 16.7221 50 500 British 
43637 WELCHES224.0 1 24 26.66 1.1109 -80.1476 40 452 Portland 
51230 TRR 60  60.0 1 60 66.61 1.1102 16.5851 50 500 British 
31456 MALACHA1115. 1 115 127.20 1.1061 -107.6226 30 303 Pacific 
34713 OGLE TAP115. 1 115 127.17 1.1059 -133.7653 30 315 Pacific 
34770 KERN 2 M115. 1 115 127.14 1.1056 -135.2386 30 315 Pacific 
35008 KERN 2  13.8 2 13.8 15.26 1.1056 -135.2400 30 361 PG&E cus 
34768 KERN 1 M115. 1 115 127.10 1.1052 -135.2885 30 315 Pacific 
51231 MAC  60 60.0 1 60 66.31 1.1051 16.3132 50 500 British 
35006 KERN 1  13.8 2 13.8 15.25 1.1051 -135.2899 30 361 PG&E cus 
51234 MAC TAP 60.0 1 60 66.30 1.1049 16.2948 50 500 British 
34378 GATES   115. 1 115 126.98 1.1042 -138.7568 30 314 Pacific 
16677 KINO    13.8 4 13.8 15.22 1.1029 -74.4045 14 160 Tucson E 
14003 NAVAJO  500. 1 500 550.95 1.1019 -126.6094 14 141 Arizona 
14003 NAVAJO  500. 1 500 550.95 1.1019 -126.6094 14 141 Arizona 
14003 NAVAJO  500. 1 500 550.95 1.1019 -126.6094 14 141 Arizona 
14003 NAVAJO  500. 1 500 550.95 1.1019 -126.6094 14 141 Arizona 
14002 MOENKOPI500. 1 500 550.75 1.1015 -128.5955 14 141 Arizona 
14002 MOENKOPI500. 1 500 550.75 1.1015 -128.5955 14 141 Arizona 
14002 MOENKOPI500. 1 500 550.75 1.1015 -128.5955 14 141 Arizona 
43567 SUMMIT 212.7 1 12.7 13.99 1.1015 -83.2378 40 452 Portland 
36217 PSWTSTCM8.00 2 8 8.81 1.1014 -136.2682 30 349 Pacific 
34652 CHV.COAL9.11 2 9.1 10.02 1.1000 -139.8617 30 397 PG&E cus 

Source: Pacific Northwest National Laboratory 
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Table A-10: Under-Voltage Buses in WECC Model 
Bus Base Voltage   

Number Name Type kV kV p.u. Angle Area Zone Owner 
46179 PRIEST1013.8 2 13.8 12.42 0.8997 -38.2607 40 482 Grant PU 
38144 MILFORD 69.0 1 69 62.07 0.8996 -140.8253 30 328 Northern 
38149 MILFDREG69.0 1 69 62.07 0.8995 -140.9310 30 328 Northern 
46175 PRIEST0613.8 2 13.8 12.40 0.8989 -39.6945 40 482 Grant PU 
66145 OREBASIN230. 1 230 206.38 0.8973 -63.3284 65 650 PacifiCo 
65620 GARLAND 230. 1 230 206.00 0.8957 -53.4452 65 650 PacifiCo 
41217 INTALCO413.8 1 13.8 12.27 0.8889 -7.2411 40 400 Bonnevil 
41218 INTALCO513.8 1 13.8 12.26 0.8881 -7.3419 40 400 Bonnevil 
16701 CANEZ   115. 1 115 101.70 0.8843 -156.4740 14 161 Unisourc 
16704 GATEWAY 115. 4 115 101.68 0.8842 -81.6214 14 161 Unisourc 
51184 KI2 T3  12.6 1 12.6 11.11 0.8820 3.0907 50 500 British 
41219 INTALCO613.8 1 13.8 12.16 0.8814 -7.2508 40 400 Bonnevil 
41220 INTALCO713.8 1 13.8 12.15 0.8805 -7.3118 40 400 Bonnevil 
16702 SONOITA 115. 1 115 101.03 0.8785 -157.3377 14 161 Unisourc 
38145 EDGMNT  69.0 1 69 60.58 0.8780 -142.2030 30 328 Northern 
38146 LEAVIT1 69.0 1 69 59.85 0.8674 -142.8882 30 328 Northern 
38148 NCPAGEN 69.0 1 69 59.84 0.8673 -142.8932 30 328 Northern 
38147 LEAVIT2 69.0 1 69 59.84 0.8673 -142.8931 30 328 Northern 
16703 VALNCIA 115. 1 115 98.83 0.8594 -158.7582 14 161 Unisourc 
38150 LEAVITGN13.8 1 13.8 11.40 0.8259 -142.8951 30 328 Northern 

Source: Pacific Northwest National Laboratory 
 




