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APPENDIX A: 
Review of Fuel Composition 
Smaller appendices are attached to the main report. Longer appendices may be published 
separately under different publication numbers. 

A.1 Gaseous Fuel Classes 
A.1.1 Fossil-Fuel-Derived Natural Gas 
A.1.1.1 Pipeline Natural Gas 
“Standard” pipeline natural gas will have inherent variation, depending on from where it is 
extracted and its history in the natural gas pipeline infrastructure. Extensive work by the Gas 
Research Institute (GRI) to define the variability in the standard pipeline gas found throughout 
the United States has been relied upon as an indicator of the typical variability (Liss et al. 1992). 
This variation is summarized in Table A-1. Because higher molecular weight hydrocarbons have 
a substantially lower auto ignition temperature, they can lead to autoignition in the fuel-mixing 
region of the lean premixed combustion systems or catalytic combustion systems. In addition, 
the liquid droplets can create locally high concentrations of higher hydrocarbons. 

A second implication of varying concentrations of higher hydrocarbons is the effect of the 
components on the flame position and stability. In this case, the kinetic reaction rate of the 
higher hydrocarbons is substantially higher than that of methane, resulting in changes of the 
flame speeds and therefore flame location. 

In the case of any lean premixed combustion systems, the role of higher hydrocarbons in 
affecting system performance is potentially disastrous, due to the possibility of reaction within 
the premixer (Lieuwen et al. 2008). 

Table A-1: Concentration of Fuel Constituents for Natural Gas in the United States 

 
Note: C 4 + = alkanes including butane and higher hydrocarbons; CO2 = carbon dioxide; N2 = nitrogen.  

Source: Singer 2006; Liss et al. 1992. 
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It is noteworthy that the data shown are more than 25 years old. It is not clear to what extent the 
composition of natural gas throughout the United States might be different today as a result of 
gas production and/or other changes in the infrastructure; however, the results are still likely 
very relevant in describing the fuel variation. Table A-2 shows the variation in natural gas 
composition within California. Not surprisingly, the composition within the state varies less 
than it does throughout the entire United States. 

Table A-2: Variation in California Natural Gas 
Species Mean Minimum Maximum 

Methane 93.5 91.3 96.9 
Ethane   3.1   0.5   5.2 
Propane   0.6   0.1   1.1 
C4+   0.3 0   0.7 
Inerts (CO2 + N2)   2.6   1.4   4.2 
Source: Liss et al. 1992  

One extreme scenario not included in Table A-2 is the case of “peak shaving,” which involves 
the injection of propane/air mixtures into the pipeline to maintain the energy throughput of 
pipeline gas in times of peak demand. This practice, illustrated in Figure A-1, is analogous to 
peak shaving for electricity where, for economics and reliability, local generation is brought on 
line to offset high rates or limited supplies. In the case of peak shaving with gaseous fuels, the 
propane content of the pipeline natural gas can exceed 20 percent (Liss et al. 1992). This practice 
is most common in regions where natural gas flow may be limited during high use, such as in 
cold winter periods in the Northeast. With the advent of distributed generation systems and the 
increased need for energy reliability, the notion of incorporating backup fuels is becoming more 
important, and may well contribute to the specification of fuels used in the future. 
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Source: Standby Systems, Inc., http://standby.com/propane/pdf/pps_ovw_e4.pdf; accessed March 2013. 

 
Figure A-1: North American Gas Energy Grid: Natural Gas and LPG  

 
In California, the typical backup fuel is diesel fuel or synthetic diesel. However, many power 
generation devices (especially smaller output devices) do not have “dual fuel capability”; that 
is, the capability to run “seamlessly” on the normal fuel (e.g., natural gas) and the backup. Of 
course, in California, the use of diesel fuel even for backup generation has been identified as a 
potentially significant air quality impact (Ryan et al. 2002), though some studies suggest the 
general impact is perhaps 50 percent less than originally projected by the U.S. Environmental 
Protection Agency (U.S. EPA) (Shah et al. 2006). Regardless, alternative backup fuels such as 
propane would be a good strategy to consider in terms of (1) ease of dual-fuel operability, since 
both fuels would be gaseous, and (2) reduced pollutant emissions. 
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Finally, it is worth noting that pipeline natural gas can also contain carbon dioxide and 
nitrogen, which can affect the position of the flame in a lean premixed combustion system (CO2 
can also affect the behavior of a catalyst in a catalytic combustion system). If CO2 is present, it 
can affect the combustion processes through its high heat capacity and by its ability to suppress 
the oxidation of carbon monoxide. 

Natural gas will also contain some moisture, although usually by the time it is delivered it is 
almost completely dry. At the levels likely to be present, water probably will have little effect; 
however, it can be explored if a satisfactory means of introducing moisture can be established. 

Another factor associated with natural gas is the sulfur content. There are very large reserves of 
natural gas in the United States; however, the “sweet” gases are preferentially depleted, leaving 
increasingly “sour” gases for future use. Today the sour natural gases, those containing 
hydrogen sulfide or other organosulfur compounds, are being extracted and diluted with sweet 
or sulfur-free gases to maintain the desired low levels of sulfur in the gas. In the near future, 
sulfur removal will become necessary, and this will mean that all natural gases will tend toward 
having the maximum allowable sulfur levels. It is not clear what these maximum levels may be 
in the future, but today, based on gas transfer contracts, levels are between 10 to 20 grains per 
100 cubic feet (ft3) (0.22–0.45 grams per cubic meter [m3]). Of course, sulfurous compounds are 
added to natural gas as an odorant for safety purposes. 

A.1.1.2 Unconventional Natural Gas 
In addition to the changing composition of natural gases from conventional sources, an increase 
in use of natural gas obtained from what can be termed “non-conventional sources” is 
occurring. One example is gas obtained from coal seams. This “coalbed methane” can be 
obtained as virtually pure methane by pre-draining coal seams before mining occurs. This 
removal of methane before mining starts is considered to be an essential part of mine safety 
because it reduces the amount of methane released during the mining operations. 

Methane can also be extracted (often diluted with air) from “gobs” or collections of collapsed 
roof rubble found in mined-out areas. Similar methane-and-air mixtures can be extracted from 
coal seams during mining operations. In this type of extraction the gas is removed via bore-
holes drilled horizontally into the coal seam, just ahead of the active working face. These latter 
two gas types usually consist of methane and air mixed. The concentration of methane in these 
gas streams can be controlled, if desired, to levels close to 90 percent. Such gases often meet the 
minimum heating values for pipeline-quality natural gas and are usually well within all 
contaminant-level requirements. These gases, however, add air to the natural mixtures in the 
pipelines, and this can result in the formation of sulfur-based acid gases or condensed-phase 
(liquid) acids if mixed with other natural gases containing sulfur compounds. 

In recent years, “shale gas” has gained attention as a potential sustaining source of natural gas. 
The shale gas reserves in the Northeast and in Texas have been opened by new drilling 
techniques developed and mastered over the last 10 years. The viability of these extraction 
methods has resulted in a more than 70 percent increase in the natural gas reserves from 2000 to 
2010 (U.S. Energy Information Administration 2013). Shale gas is mainly methane; however, it is 

A-4 



evident that appreciable quantities of ethane can be present. Reports of ethane levels to 
16 percent have appeared with associated Wobbe Indices well above 1,400 (George and Bowles 
2011). Also, some of the fields have appreciable quantities of propane and C4+ (e.g., Eagle Ford 
reserve gas, as measured by El Paso Energy) (George and Bowles 2011). This gas would 
generally be treated to bring the Wobbe Index into compliance with the pipeline specification; 
but if it were used locally, the higher hydrocarbons could pose operability issues. Generally, 
it seems that the compositions observed do not vary substantially beyond that reflected in Table 
A-1. 

Beyond compositional variation introduced with shale gas is consideration for the 
environmental impact of the extraction methods (hydraulic fracturing) which require 
considerable water use and involves injection of several chemicals, including benzene, to help 
fracture the shale to release the gas. The environmental impact of this water/chemical use may 
well affect the overall feasibility of shale gas. Some state regions have already indicated they 
will not allow drilling in fear of affecting their own water supplies. Some energy companies 
have also responded to this concern (e.g., Chesapeake Energy Corporation in New York has 
bowed to environmentalist pressure regarding drilling for gas in the Marcellus Shale formation 
located in the New York/Pennsylvania region). Further, since the energy market is global, the 
increased U.S. reserves do not necessarily mean supplies are “endless,” as the producers of 
shale gas will consider exporting this gas as worldwide pricing dictates. 

While beyond the scope of the current effort, it may be desired to include an investigation of 
contaminants likely to be found in “non-conventional” natural gas and natural gas mixtures. 

A.1.1.3 High Liquefied Natural Gas (LNG) Import Scenarios 
Scenarios for supplementing the natural gas supply with imported liquefied natural gas, while 
no longer as likely with the discovery of shale gas, received attention as a means to overcome 
what were then depleting reserves of natural gas. This led to significant effort to assess the 
impact of such scenarios on a wide range of combustion devices (NGC + Interchangeability 
Work Group 2005). The variation in composition expected with high LNG import scenarios 
would feature more C4+ (i.e., propane and other higher hydrocarbons) content than that 
expected for any natural gas, as summarized by the GRI report (Liss et al. 1992). The exact range 
of values is dependent on the origin of the LNG. As shown in Table A-3, the amount of the C4+ 
values anticipated could exceed the maximum levels in the legacy U.S. pipeline gas (Table A-1) 
by more than 50 percent. 

A-5 



Table A-3: Fuel Composition from Various Sources around the World 

 
Source: (NGC + Interchangeability Work Group 2005)  

Notes: HHV = higher heating value; scf = standard cubic foot; GT = Gas Turbine  

In California, debates over environmental and safety aspects of LNG terminals have led to 
delays in developing tie points within the state. However, a terminal in Mexico (Costa Azul) has 
been developed and has been receiving LNG since mid-2008. As suggested above, terminals 
once envisioned to receive LNG from abroad are now being considered as a means to export 
natural gas from the United States. 

A.2 Fossil Fuel Associated Gas 
A.2.1 Associated Gas 
Associated with oil extraction is often the outgassing of gases which are typically comprised of 
hydrocarbons similar to that found in natural gas. Generally speaking, these gases will have 
greater amounts of higher hydrocarbons than typical natural gas. These “associated gases” (i.e., 
associated with oil extraction) can be used as a fuel. In contrast, gases derived in gaseous form 
from gas wells are known as “non-associated gas” or “raw gas.” The associated gases will likely 
appear similar to those found in the LNG scenarios in Table A-3, though they can vary 
substantially, depending on the location. Associated gases may be flared or vented in practice, 
which results in substantial greenhouse gas (GHG) forcing and wastes a potential fuel. In North 
America, associated gas represents a significant potential natural gas resource (Rojey et al. 
1997). The amount is increasing in connection with shale gas extraction. For example, the 
Bakken oil extraction results in 0.7 billion cubic feet per day (bcf/d) of associated gas, of which 
more than 30 percent is flared (Fielden 2012). 

A.2.2 Refinery Gas 
Fuel refining leads to the production of off-gases that can potentially be used to produce power. 
The composition of these gases is different from LNG-type fuels in that they contain high 
quantities of hydrogen. Table A-4 shows typical compositions of these gases. In California, 
refining operations do generate such gases, and strategies for using these for energy production 
are already being pursued, though generally motivated by the necessity to avoid flaring. The 
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relative emissions performance of current systems used for consuming such gases can likely be 
improved if advanced combustion technology can be utilized. 

A.2.3 Coke Oven Gas 
Steel making generates off-gases from the coke by-product. While containing similar 
constituents as refinery off-gases, these have higher hydrogen versus methane content 
(~55 percent/~25 percent on a dry basis) along with an associated lower Wobbe Index 
(~650 Btu/scf, LHV basis) (Tillman and Harding 2004). These applications may not be highly 
relevant to California, as limited steel production occurs within the state. But covering these 
compositions in the test plan may be germane for general applicability. 

Table A-4: Refinery Off-Gas Composition 
Component Vol % (dry basis) 

H2 25.7 
CO  1.5 
CH4 37.4 
N2  2.9 
C2 27.5 
C3  2.9 
C4  1.7 
C5  0.4 

LHV (Btu/ft3) 984 
Source: Rao et al. 1996. 

A.3 Renewable Methane-Based Fuels 
A.3.1 Landfill Gas1 
When a landfill is capped, landfill gas (LFG) is generated as organic portions of the municipal 
solid wastes (MSW) decompose. Traditionally, landfill gas is not controlled, and the expected 
period over which landfill gas will be produced may range from 50 to 100 years. However, a 
usable landfill gas production rate lasts for only 10 to 15 years. A bioreactor is a controlled 
landfill in which water and other nutrient sources are added into the MSW to increase the 
landfill gas production rate.  

Landfill gas is produced as a result of anaerobic (“in absence of air”) decomposition of organic 
wastes. The organic portions of a landfill’s MSW, including paper and paperboard, yard wastes, 
and food wastes, decompose through biochemical reactions where anaerobic conditions exist. 
The composition of the landfill gas varies with the characteristics of the waste, age of the 
landfill, weather conditions, and others. In general, landfill gas contains 50 percent methane 
(CH4), 45 percent carbon dioxide (CO2), and also other traces of gas such as nitrogen (N2), 
oxygen (O2), hydrogen sulfite (H2S), and water vapor (Tillman and Harding 2004). However, the 
gas composition varies with the nature of the organic material and also with time. Indeed 

1 Adapted from California Energy Commission. Landfill Gas Power Plants. 
http://www.energy.ca.gov/biomass/landfill_gas.html.  
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variation in methane levels from 35 to 65 percent is common (Tillman and Harding 2004). In 
addition, while the capping process seeks to eliminate air, leaks can lead to nitrogen and oxygen 
levels of up to 20 percent and 2.5 percent, respectively. The other issues associated with landfills 
are contaminants. Sulfur compounds can range from negligible to 1,700 parts per million (ppm), 
and other compounds like siloxanes can be significant. In recent years, attempts to convert 
landfill gas to energy have required varying degrees of care relative to gas cleanup, to prevent 
damage or coating of critical power generation device parts. 

California leads the nation in both solid-waste generation and the number of landfill gas-to-
electricity (LFGTE) facilities. For example, the Puente Hills landfill, operated by the Los Angeles 
County Sanitation District, produces approximately 46.5 megawatts (MW) of power and is the 
largest LFGTE facility in the United States. Over 3,000 landfills exist in California. 
Approximately 300 of them remain active. Statewide, 75 LFGTE projects can be found, 
including 42 projects converting LFG to electricity, 7 projects converting LFG to heat, and 
2 projects upgrading LFG into pipeline gas. The total electrical generation capacity from the 
existing 42 landfill gas to electricity projects is about 211 MW. The technologies used to convert 
LFG into electricity in California include gas turbine, steam turbine, reciprocating engine, and 
combined-cycle systems. 

In California, 70 landfills have been flaring gas. These have the potential to produce 
approximately 66 MW of electricity. The three large flaring landfills (LFGTE potential > 5 MW), 
including Calabasas LF, Sunshine Canyon, and Operating Industries (OII) (Federal National 
Priorities List [NPL] Site), have installed gas turbines and are now generating > 30 MW of 
electricity. 

In California, as of 2010, 91 landfills were generating more than 350 MW of energy from landfill 
gas. An additional 39 sites have shut down, pulling 81 MW of energy generation offline. A 
remaining 239 landfills have the potential to produce energy from the LFG produced. These 
landfills have the potential to produce approximately 31 MW of electricity. The 5 landfills that 
range in LFGTE potential between 1 MW and 1.5 MW have a total potential electrical capacity 
of approximately 7 MW. From the 56 venting landfills with LFGTE potential that are between 
100 kilowatts (kW) and 1 MW in size, approximately 19 MW of total potential electrical capacity 
exists. The rest of 103 landfills have a combined potential electrical capacity of approximately 
5 MW (U.S. Environmental Protection Agency 2012).  

Landfill gas does represent an opportunity for upgrade and injection into existing natural gas 
pipelines. However, as pointed out by the California Energy Commission (Energy 
Commission), the cost of appropriate cleanup and pressurization for pipeline injection may not 
be favorable from an economic or overall efficiency benefit viewpoint without additional 
market or policy forcing functions. However, California’s Renewable Portfolio Standards and 
SB15052 (which mandates that hydrogen fuel for vehicles be a minimum of 33 percent 
renewable) are spurring California utilities and fuel providers to explore potential uses of 
landfill gas. 

2 Senate Bill 1505, Lowenthal, Chapter 877, Statutes of 2006. 
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When landfill gas is vented, the GHG implications are serious, as methane is a much stronger 
greenhouse effect forcing species than CO2. However, conversion of the LFG to power generates 
CO2 and also, potentially, criteria pollutants. While the benefits of generating power from this 
otherwise “wasted fuel” are apparent, regulatory pressures are requiring a significant reduction 
in criteria emissions. As a result, improvements in combustion technology using these gases 
are needed. 

A.3.2 Wastewater Treatment3 
As it does in landfills, organic matter in wastewater streams also contains potential fuel value. 
While in landfills, the methane generated is due to slow decay of matter; this process can be 
enhanced with use of “digestion” strategies. Essentially, these processes can accelerate the 
breakdown of organic material and generation of methane gases. Most common is the use of 
anaerobic digestion (AD), which is a biological process in which biodegradable organic matter 
is decomposed by bacteria into biogas, which consists of CH4, CO2, and other trace amounts of 
gases. That biogas can be used to generate heat and electricity. Other important factors, such as 
temperature, moisture and nutrient contents, and pH are also critical for AD’s success. In terms 
of temperature, either mesophilic AD (30°C–40°C, or 86°F–104°F) or thermophilic AD (50°C–
60°C, or 122°F–140°F) can be used. In general, AD at lower temperature is more common, but 
thermophilic temperature has the advantage of reducing reaction time, which corresponds to 
the reduction of digester volume. Moisture content greater than 85 percent is suitable for 
anaerobic digestion. 

Types of anaerobic digesters include Covered Lagoon, Batch Digester, Plug-Flow Digester, 
Completely Stirred Tank Reactor (CSTR), Upflow Anaerobic Sludge Blanket (UASB), Anaerobic 
Sequencing Batch Reactor (ASBR), and others.  

Due to the nature of the digestion processes, the composition of fuel gas from these systems 
varies far less than from landfills and tends to have overall higher methane content. 

Anaerobic digester technology is well developed worldwide, with an estimated  
5.3–6.3 gigawatts (GW) installed. Traditional, small, farm-based digesters have been used 
in China, India, and elsewhere for centuries. The number of digesters of this type and scale is 
estimated to exceed 6 million. European Union (EU) companies are world leaders in 
development of the AD technology. Currently, the EU has a total generating capacity of 
307 MW from AD technology. The countries in the EU with the largest development figures are 
Germany (150 MW), Denmark (40 MW), Italy (30 MW), and Austria and Sweden (both 20 MW). 
Germany led the small on-farm digesters for odor control. Italy developed a series of farm AD 
systems. Larger, centralized anaerobic digestion plants, which utilize animal manure and 
industry waste in a single facility, are a newer development. These are most prevalent in 
Denmark, where there are 18 plants (worldwide there are 50 or so, all within Europe). 
Municipal solid waste digestion is the newest area for anaerobic digestion. The most recent is 
for source-separated feedstocks, for which there are estimated to be over 150 commercial-scale 

3 Adapted from California Energy Commission. Anaerobic Digestion. 
http://www.energy.ca.gov/biomass/anaerobic.html.  
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plants. These plants have a combined capacity in excess of 6 million tons per year, and the 
number of plants planned is increasing rapidly. 

Obvious opportunities in California include sewage processing and agricultural waste streams, 
and these are discussed next. 

A.3.2.1 Sewage Treatment4 
According to the California Energy Commission, 242 sewage wastewater treatment plants exist 
in California. Anaerobic digesters exist in a number of sewage treatment plants. About 38 MW 
of electrical power is generated from 10 existing sewage wastewater treatment plants. Twelve 
sewage treatment plants utilize the biogas to produce hot water or heat the digester. The rest of 
the 220 sewage wastewater treatment plants either do not recover biogas produced from 
anaerobic digester or do not have anaerobic digesters on site. About 36 MW of electrical 
potential can be recovered from those 220 sewage wastewater plants. Except for two medium 
sites (capable of generating between 1,000 kW and 5,000 kW) most of the sewage treatment sites 
have a small electrical potential (<1,000 kW). Some have even smaller potential: 168 sewage 
treatment plants have a biogas-to-electricity potential of less than 200 kW. 

A.3.2.2 Agriculture/Dairy Waste Digestion5 
According to the California Energy Commission, tax incentives of the late 1970s and early 1980s 
encouraged the construction of approximately 18 commercial farm-scaled digesters for energy 
production in California. Apparently, less than half these systems are running regularly. Only 
0.37 MW of power is generated from the existing 5 digesters in California, although the total 
potential for animal waste-to-energy in California dairies is over 105 MW. Energy can be 
produced from different types of livestock wastes in California, including dairy, swine, poultry, 
turkey, sheep and lamb wastes. California dairies have 1.4 million milk cows and are the second 
leading state in total number of milk cows. There are 2,308 dairy farms in California, with an 
average size of 602 cows. Currently, only less than 1 percent of the livestock manure generated 
in California is utilized for power generation. 

A.3.2.3 Other Applications 
It is also possible to consider comingling of organic matter from waste streams (e.g., food waste 
from restaurants or personal residences) in anaerobic digesters. This could tremendously 
increase the feedstock available and thus maximize the production of alternative fuel. This same 
material could also be submitted to landfills, but the enhanced gas production by the digester 
provides a much shorter time frame for the production of waste to fuel. 

A.4 Synthesis Gas 
In recent years, strategies for clean use of the abundant domestic coal resources for low-
emission energy production have gained attention. Examples include Integrated Gasification 

4 Adapted from California Energy Commission. Anaerobic Digestion. (This information is no longer 
available online since the Energy Commission redesigned its website.) 

5 See footnote 4. 
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Combined Cycle (IGCC) systems. In these cases, processing of raw fuel can be performed to 
achieve gaseous high-hydrogen fuels for direct use in gas turbine engines. Hydrogen gas (H2) is 
a diatomic molecule composed of elemental hydrogen, and it exists in the atmosphere as a 
colorless, odorless gas. A shift toward using pure hydrogen fuel can be seen due to its high 
energy density and nearly zero emissions in comparison to carbon-based fuels (Stiegel and 
Ramezan 2006). 

In addition to pure hydrogen, “syngas,” or synthesis gas, mixtures primarily composed of H2 
and CO can also be obtained. Other names for syngas include producer gas, town gas, blue water 
gas, and coal gas, depending on its formation. Syngas first emerged in the early twentieth 
century for the production of methane, synthesis of ammonia, development of Fischer-Tropsch 
synthesis, and the hydroformylation of olefins (Wender 1996).  

Hydrogen and syngas can be manufactured from any hydrogen feedstock using processes such 
as reformation, oxidation, gasification, and pyrolysis. When looking at syngas compositions, the 
primary focus is on the H2/CO ratio, which is dependent on the production method as well as 
the feedstock used. Steam reformation of methane produces syngas with a H2/CO ratio of 
approximately 3:1, whereas the composition of syngas from gasified coal has a ratio on the 
order of 1:1 (Spath and Dayton 2003). 

Many of the widespread uses of syngas include its use in the synthesis of other chemicals or 
fuels, as well as direct use as a fuel. The major commercial uses of syngas include the 
manufacturing of hydrogen, the manufacturing of methanol (especially for the synthesis of 
methyl t-butyl ether [MTBE]), the synthesis of Fischer-Tropsch liquid fuels, and the 
hydroformylation (oxo) reaction of olefins, with the main uses of hydrogen being similar. The 
direct use of hydrogen and syngas as a fuel in a gas turbine combustor is also gaining 
recognition as a clean and viable source of power. The same is true for vehicles. While the 
widespread use of hydrogen “begs the question” of the infrastructure requirements, scenarios 
whereby hydrogen or high-hydrogen-content fuels are widely available are being seriously 
considered and appear to have a significant potential for reducing pollutants (Stephens-Romero 
et al. 2009). If a foothold is gained in the transportation sector, it will likely serve as a 
springboard for energy generation using these fuels as well. 

It is conceivable that renewably derived hydrogen from intermittent sources could be stored 
and then injected into the gas pipeline to effectively “store” the energy produced. This is being 
pursued in Germany by companies like E.ON. 

A.4.1 Natural Gas Derived 
A large source of syngas production is from natural gas, which ranges from 87 to 96 percent 
methane in the United States (Wender 1996). Any production that uses methane as the raw fuel 
produces syngas as an intermediate, and the production of syngas is the only reaction that 
breaks down CH4 into H2 and CO with a limited amount of unfavorable CO2 (Notari 1991). 
Some of these processes include: (1) steam reformation, (2) CO2 reformation, (3) direct 
reformation, (4) partial oxidation, and (5) autothermal reformation (Choudhary et al. 2006).  
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2.5.1.1 Steam Reformation 

Figure A-2 shows the schematic for conventional catalytic steam reformation. In the primary 
reformer, CH4 is reacted with water over a nickel/aluminum oxide (Ni/Al2O3) catalyst at 900°C 
(1,650°F) and at pressures of 15–30 atmospheres (atm) to produce syngas with a H2/CO ratio of 
about 3:1, with the reaction shown in Equation A-1: 

CH4 + H2O  CO + 3H2  ΔH = +42.9 kilocalories per mole (kcal/mol) Equation A-1 

The remaining stream is then reacted in the secondary reformer with O2 over a Ni/Al2O3 
catalyst, followed by one high and one low temperature water gas shift (WGS) reactor, as 
shown in Equation A-2: 

 CO + H2O  CO2 + H2  ΔH = -9.8 kcal/mol Equation A-2 
The purpose of the WGS reactors is to modify the H2/CO ratio of the reformate stream before 
the syngas moves on to purification. For processes with the goal of producing pure hydrogen, 
the WGS reactors are used to fully oxidize any remaining CO into CO2. 

 

 
Source: Bharadwaj and Schmidt 1995. 
 

Figure A-2: Block Diagram of a Conventional Catalytic Steam Reformer  
 

A.4.1.1 CO2 reformation 
Syngas produced from steam catalytic reformation contains excess H2 that is ultimately wasted. 
By using CO2 to reform CH4 instead of steam, more favorable gas mixtures can be achieved with 
the reaction in Equation A-3: 

 

 CH4 + CO2  2CO + 2H2  ΔH = +70.5 kcal/mol Equation A-3 
The remaining CO can then be oxidized into CO2 using WGS reactors. Carbon dioxide 
reforming studies have been performed using nickel oxide (NiO), copper oxide (CuO), and iron 
oxide (Fe2O3) catalysts (Sodesawa et al. 1979) and further studies have shown that using excess 
CO2 can inhibit the formation of carbon in the reformer process (Gadalla and Bower 1988).  

A.4.1.2 Direct oxidation 
Direct CH4/O2 oxidation has developed due to the disadvantages of conventional steam 
reformation: (1) the process is endothermic, (2) At 3:1, the H2/CO ratio is higher than desired for 
Fischer-Tropsch synthesis, (3) corrosion effects caused by steam are evident, and (4) additional 
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cost is associated with the handling of excess H2O. The direct oxidation of methane is described 
by the reaction shown in Equation A-4: 

 CH4 + ½O2  CO + 2H2   ΔH = -8.5 kcal/mol Equation A-4 

The conversion to syngas with direct oxidation is a much faster reaction than reformation. This 
suggests single-step processing, resulting in a smaller reactor, with the disadvantage of a 
flammable mixture of CH4/O2 (Bharadwaj and Schmidt 1995). Although the above reaction 
results in a H2/CO syngas mixture, oxidation with air instead of pure O2 can result in the 
formation of other exhaust gases. 

A.4.1.3 Partial oxidation 
In 1946, the first investigations of the partial oxidation of CH4/O2 began. A reduced 10 percent 
refractory-supported Ni catalyst was used and operated in the range of 750°C –900°C (1,380°F–
1,650°F) at atmospheric pressure. It was shown that an initial exothermic reaction is caused by 
the complete consumption of a limited amount of O2, as shown in Equation A-5: 

 CH4 + O2  CO2 + 2H2O  ΔH = -10.5 kcal/mol Equation A-5 
The above reaction was then followed by an endothermic reaction of the remaining CH4, 
reforming it with CO2 and/or H2O that is produced in the exothermic step (Equation A-6): 

 CH4 + H2O  CO + 3H2  ΔH = +54.0 kcal/mol 

 CH4 + CO2  2CO + 2H2  ΔH = +62.4 kcal/mol Equation A-6 

Currently, methods exist for both catalytic partial oxidation (CPOX) and non-catalytic partial 
oxidation (POX) (Bharadwaj and Schmidt 1995). 

A.4.1.4 Autothermal reforming 
Developed in the 1970s, autothermal reforming combines homogenous partial oxidation with 
steam reformation. The schematic for an autothermal reformer is shown in Figure A-3. 
Preheated streams of O2 + H2O and CH4 + H2O are fed into a burner where the CH4 is partially 
oxidized, with the addition of H2O to decrease the formation of carbon and help promote the 
premixing of CH4 and O2. After the homogeneous oxidation step, steam reformation occurs over 
a nickel catalyst at 1,000°C–1,200°C (1,830°F–2,190°F). This results in a product stream of 
varying composition, depending on the H2O/CH4 and CO2/CH4 ratios of the inlet streams 
(Bharadwaj and Schmidt 1995).  
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Source: Bharadwaj and Schmidt 1995. 
 

Figure A-3: Block Diagram of Autothermal Reforming of CH4  
A.4.2 Coal 
Coal is made up of energy-containing compounds as well as contaminants that must be 
removed in a cleanup process after conversion to syngas and/or hydrogen. The three categories 
of coal gasifiers are identified as entrained flow, fluidized bed, and moving bed (or fixed bed) 
gasifiers. In 2005, it was reported that 20 percent of coal gasification plants in the world were 
used to produce electricity, while the rest produced chemicals such as ammonia and methanol, 
as well as syngas (Minchener 2005). Conversion from coal produces syngas with a H2/CO ratio 
of approximately 1:1, described by Equation A-7: 

C + H2O  H2 + CO   ΔH = +31.1 kcal/mol Equation A-7 

In entrained flow gasifiers, pulverized coal particles and gasification agents (steam and oxygen 
or air) flow concurrently at high speed. The reaction takes place at 1,200°C–1,600°C (2,190°F–
2,910°F) at pressures ranging from 20–80 atm. For this type of gasification, the coal feed can 
either be dry or wet, and the produced syngas requires considerable cooling before going 
through the cleanup process (Minchener 2005). 

Fluidized bed gasifiers involve coal particles being suspended in the steam and oxygen/air gas 
flow, in which the coal feed is mixed with the particles undergoing gasification. The coal is fed 
into the upward flowing gas stream that fluidizes the bed during gasification. The reaction 
temperature ranges in fluidized bed gasifiers is lower than entrained flow gasifiers at 900°C–
1,050°C (1,650°F–1,920°F), and is uniformly distributed due to back-mixing. But this mixing of 
coal and partially gasified particles also contributes to the problem of incomplete carbon 
conversion (Collot 2006). 

Moving bed (or fixed bed) gasification involves the slow flowing of gases through the bed of the 
coal feed. The two classifications of moving bed gasifiers are slagging and dry ash, in which 
higher steam-to-oxygen ratios create lower reaction temperatures of approximately 1,000°C 
(1,830°F). One advantage to this type of gasification is the flexibility for use of coals with an ash 
content of up to 35 percent (Anjaneyulu et al. 1993). 

A.4.3 Petroleum Coke 
Coking technologies produce a solid, carbonaceous material from the processing of heavy and 
extra heavy oils called petroleum coke, or petcoke (Trommer et al. 2005). With increasing use of 
crude oil worldwide and within California, a resulting increase of this by-product is inevitable, 
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To WGS 

A-14 



introducing another issue involving its disposal. The gasification technologies discussed in 
previous sections also are used to process petcoke, to promote further conversion to syngas and 
hydrogen, as well as to help eliminate some of this increasing refinery waste (Zou et al. 2007). 

Steam gasification of petroleum coke is an endothermic process and is described in the net 
reaction in Equation A-8: 

 CHxOy + (1- y)H2O  (x/2 + 1 – y)H2 + CO Equation A-8 

where x and y are the elemental molar ratios of H/C and O/C in the petcoke, respectively 
(Z’Graggen et al. 2007). The quality of the resulting syngas depends on the chemical 
composition of the petcoke, which is dependent on the refining processes. The following are the 
major competing reaction groups involved in the steam gasification of petcoke to hydrogen: 

1. Steam Gasification:  C(gr) + H2O  CO + H2 

2. Boudouard Equilibrium:  2CO  C(gr) + CO2 

3. Methanation:   C(gr) + 2H2  CH4 

4. Steam Reformation:   CH4 + H2O  CO + 3H2 

5. Water Gas Shift:  CO + H2O  CO2 + H2 

These sets of reactions are all strongly dependent on temperature, C/O ratio, and pressure, and 
they ultimately determine the composition of the product gas. Another example of petcoke-to-
syngas processing is by CO2 gasification. From the above set of reactions, the steam gasification 
equation is replaced with the CO2 gasification equation: C(gr) + CO2  2CO (Tyler and Smith 
1975). 

Gasification of petcoke is not limited to only steam and CO2 gasification. Despite the particular 
gasification agent used, the resulting advantages include a decrease in oil refinery waste, as well 
as the production of useful syngas or hydrogen. 

A.4.4 Biomass 
For California, the use of gasified biomass represents a significant opportunity as a renewable 
fuel source which has the synergy of reducing landfill utilization while providing energy 
generation with a reduced carbon signature. It is noted that the landfill route for biomass 
disposal can ultimately lead to generation of a renewable fuel stream, but the time scale is much 
longer. Also, some biomass waste can be digested to produce fuels. However, gasification may 
make more sense, depending on the feedstock available. Biomass is a renewable material that 
contains considerable amounts of H, C, and O, and can be converted into syngas with pyrolysis 
or gasification (Ni et al. 2006). Like coal, biomass can have a wide range of compositional 
variation. The gasification and pyrolysis processes are detailed in Figure A-4. 
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Source: Belgiorno et al. 2003.  
 

Figure A-4 Block Diagram of the Gasification and Pyrolysis Processes 
In the process of direct gasification, the feedstock is partially oxidized using an oxidizing 
gasification agent, and the temperature is self-maintained through the reactions (Belgiorno et al. 
2003). Indirect gasification involves the use of an oxygen-free gasification agent, and an external 
energy source is needed to maintain the reaction temperature. Pyrolysis is a specific type of 
indirect gasification in which the gasification agent is either an inert gas or is absent from the 
reaction altogether (Hauserman et al. 1997). 

Pyrolysis involves heating the biomass or other feedstock to temperatures of 375°C–525°C 
(700°F–980°F) at pressures of 1–5 atm in the absence of air, and can be classified into the two 
categories of slow and fast pyrolysis. In slow pyrolysis, the biomass is heated at a slow rate, 
resulting in the production of char, vapor, and gas. Previous studies have shown that the actual 
product composition is dependent on the feedstock and temperature (Maschio et al. 1994). In 
fast pyrolysis, the feedstock is heated rapidly without air, resulting in gas-, liquid-, and solid-
phase products. Gaseous products from fast pyrolysis include varying compositions of H2, CH4, 
CO, and CO2 (Equation A-9) (Ni et al. 2006). 

 Biomass + heat  H2 + CH4 + CO + CO2 + other products Equation A-9 

 

Methane can then be converted to more syngas and subsequent hydrogen with a reformation 
process and WGS reaction, as described in Section 2.5.1. 

Gasification is a thermo-chemical process in which a solid or liquid feedstock is converted into a 
combustible gas product with the use of a gasification agent. The gaseous product may contain 
H2, CO, CO2, CH4, H2O, small amounts of higher hydrocarbons, inert gases from the gasification 
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agent, and contaminants (Bridgewater 1994). The conversion of solid biomass occurs with the 
reaction shown in Equation A-10 (Ni et al. 2006). 

 Biomass + heat + steam  H2 + CO + CO2 + CH4 + hydrocarbons + char Equation A-10 

One of the major issues associated with biomass gasification occurs with the high nitrogen 
content of the syngas produced from air gasification. To eliminate this problem, pure oxygen 
gasification can be used, but the cost of producing the pure oxygen is estimated at around 
20 percent of the total cost for a gasification plant (Belgiorno et al. 2003). Other issues with 
biomass gasification include dealing with any tar and ash formation in the product (Ni et 
al. 2006). 

A.4.5 Compositional Considerations 
Because of the numerous feedstock and processing methods used in obtaining syngas, it is 
expected that the resultant gases will have varying fuel composition. Syngas compositions vary 
not only with raw material (e.g., biomass, petroleum coke, coal), but also within each grouping, 
due to the composition of the actual feedstock. For example, successful uses of syngas-fired 
turbines have been demonstrated, and each facility operates a specific fuel composition, 
dependent on the coal feed. Some syngas facilities have been shown to operate on fuels with 
hydrogen compositions of greater than 90 percent, although they have not attempted to 
implement advanced combustion technology for low emissions. The current IGCC projects of 
GE Power Systems include plants that operate on a wide range of compositions, as shown in 
Table A-5. As shown in the table, many other constituents besides H2 and CO can exist in the 
syngas, including diluents such as CO2, N2, and H2O. Similarly, the syngas produced from 
biomass is strongly dependent on the type and composition, corresponding to another range of 
constituent concentrations. 

Because the composition of syngas varies so widely with production, the concept of 
determining a matrix engrossing all possible constituent ranges for the project was eliminated. 
Instead, fuel compositions were determined by likely future scenarios that involve the use of 
high-hydrogen fuels. One representative composition was selected for each of the following 
scenarios in addition to pure hydrogen: 

• Process and refinery gas 

• Large-scale IGCC power plant (> 50 MW) 

• Small-scale IGCC power plant (< 50 MW) 

• Nitrogen dilution for NOx abatement 

 

Table A-5: Minimum and Maximum Concentrations for Syngas from  
GE Power Systems IGCC Plants 

Constituent Minimum % Maximum % 

H2 8.6 61.9 
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CO 22.3 55.4 

CO2 1.6 30.0 

CH4 0.1 8.2% 

N2 + Ar 0.2 49.3 

H2O 0 39.8 
Source: Jones and Shilling 2003.  

Table A-6 shows the representative syngas composition on a dry, volumetric basis as produced 
by appropriate gasification methods. Pure hydrogen represents the case where carbon 
sequestration is utilized, though it is becoming apparent that 90 percent carbon removal may be 
a reasonable upper limit (meaning the fuel would be 90 percent hydrogen and balance 
methane). The process and refinery gas blend reflects the interest of smaller-scale combustion 
systems, while the gasified coal/petcoke is indicative of current IGCC central power plants. 
Note that for these larger-scale applications, expectations are that an air separation unit (ASU) 
will be used and, as a result, the gasifier will be fed with oxygen as opposed to air. In a smaller 
unit, the air separation unit may not be cost effective, so gasification with air is more likely. 
Finally, diluted fuel is representative of syngas diluted with nitrogen, which is the current 
practice for combustion systems. 

Table A-6: Dry, Clean Compositions (Volumetric Basis) 
SOURCE H2 CO CH4 CO2 N2 LHV 

(Btu/ft3) 
Wobbe 
Index 

Pure H2 100 0 0 0 0 265 1,006 

Coal/Petcoke (O2-
blown) 

37 46 1 14 2 247 289 

Biomass (air-blown) 17 17 5 13 48 142 152 

N2 Dilution 23 31 1 10 35 165 183 
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APPENDIX B: 
Review of Existing Interchange Parameters and 
Methodologies 
The review of potential interchange parameters is divided into major sections. The first section 
reviews “supply side” parameters, which are those associated with fuel usage. Next examined 
are parameters that are associated with influence of fuel composition on “operability.” In this 
context “operability” is meant to encompass flashback, blowoff, and autoignition. A 
by-product/related element is combustion dynamics, which are relevant to combustion systems 
but beyond the scope of this project. Finally, parameters associated with predicting the 
influence of fuel composition on pollutant emissions are examined. 

B.1 Historical Natural Gas Parameters 
A number of historic interchange parameters have been developed for fuel composition 
impacts. These are reviewed briefly here, but more details can be found elsewhere (NGC+ 
Interchangeability Work Group 2005; Singer 2006). Other examples summarizing these 
parameters can also be found (Ferguson et al. 2008). 

B.1.1 Wobbe Index 
The most commonly used parameter is the Wobbe Index, shown in Equation B-1: 

𝑊𝐼 =   
𝐻𝑉
√𝑆𝐺

 Equation B-1 

  where 
   HV is the fuel heating value 
   SG is the fuel specific gravity 
 
The Wobbe Index is an important parameter associated with fuel systems, as it provides an 
indication of how much fuel containing energy can be passed through a given orifice at a given 
pressure drop. However it is well established that the Wobbe Index is not related directly to key 
combustion parameters such as flashback, flame temperature, etc. As a result, though widely 
documented and used, it should not really be expected to explain how fuel composition will 
affect combustion systems. Nonetheless it needs to be examined relative to its ability to infer 
operability and emissions behavior. It is important to note whether the Wobbe Index is 
reported on a higher heating value (HHV) or lower heating value (LHV) basis. In practice, HHV 
is rarely achieved, as it requires condensation of the water in the exhaust stream prior to exiting 
the system. 

B.1.1.1 Example 
The Wobbe Index has long been used as a gauge against which to compare how a given device’s 
fuel management system can perform. This is illustrated by Figure B-1 , which shows that a 
given fuel control system may need to be changed if the Wobbe Index of a fuel falls beyond a 
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certain range. In addition, it has been observed to correlate with some aspects of combustion 
behavior, as illustrated by Figure B-2 and Figure B-3 which are discussed in following sections. 

 
Source: Meier et al. 1986. 
 
Figure B-1: Wobbe Index as an Indicator of Fuel System Adjustment Requirements 

 
Source: NGC+ Interchangeability Work Group 2005.  
 

Figure B-2: Example of Interchange Space Parameters 
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Source: Hack and McDonell 2008. 
 

Figure B-3: Example of NOx/Wobbe Index Correlation 
 

B.1.2 Modified Wobbe Index 
The “modified” Wobbe Index (MWI) has been adopted by some practitioners. It utilizes the 
lower heating value (which is arguably more relevant to industrial combustion systems and gas 
turbines that will generally not have sufficient heat recovery in the exhaust systems to recover 
the enthalpy of evaporation (i.e., generally these systems have “non-condensing” exhaust 
systems). Further, it takes the step of incorporating fuel temperature which is, in effect, a means 
to modify the volumetric flow for a given situation. The MWI is given as Equation B-2 

𝑀𝑊𝐼 =   
𝐿𝐻𝑉

�𝑇𝑔𝑎𝑠√𝑆𝐺
 Equation B-2 

  where 
   LHV is the fuel lower heating value 
   Tgas is the fuel temperature (absolute) 
   SG is the specific gravity of the fuel relative to air at ISO conditions 
 
B.1.2.1 Example 
The MWI has been used extensively by GE (GE Power Systems 2002) as part of their “OpFlexTM” 
“Wide Wobbe” systems for gas turbines. By modifying the fuel temperature, the system can 
limit the MWI to workable ranges for a given system. 
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B.1.3 American Gas Association (AGA) Parameters 
In 1946, the American Gas Association (AGA) carried out extensive experimental research on 
fuel gas interchangeability (American Gas Association 1946). AGA Tests were done on a 
specially developed partial premixing Bunsen-type burner and focused on establishing criteria 
for blending “supplemental” or “peaking gases” with baseload supplies or adjustment gases; 
those adjustment gases were the three most historically representative natural gases available in 
the United States at that time (Halchuk and Wilson 2005). Based on this experimental work, 
AGA developed several empirical indices to address the effects of fuel interchange on yellow 
tipping, flame lifting,, and flashback. 

Table B-1 is a calculation sheet to determine the stability parameters of the adjustment fuel. “
” is the stoichiometric volume of air per unitary volume of gas, and “ ” and “ ” are the 
empirical determined lifting and yellow tip constants, respectively; these constants are defined 
for pure components of the fuel. “G” is the fuel mole fraction. The table also shows the formulas 
to calculate the constants for the adjustment. Since the constants , , and are defined for 
pure substances, the same table can be used to calculate the parameters of the substitute gas. 
Table B-2 summarizes the formulas to define the stability parameter. 
 

Table B-1: Gas Interchangeability Calculation Sheet 
Analysis of Gas 

Decimal 
Volume 

Fuel 
Mole 

Fraction 

Air Required for 
Combustion 
(ft3 air/ft3 gas) 

Lifting Constant Yellow Tip Constant 

Symbol     

Nomenclature 
(adjustment 

gas) 

       

H2  2.38  0.6  0  
CO  2.38  1.407  0  
CH4  9.53  0.67  2.18  
C3H8 (propane)  23.82  1.931  9.8  
O2  -4.76  2.9  -4.76  
CO2    1.08    
N2    0.688    
Total  1       
Note: A subscript “a” indicates the primary or “adjustment” gas, while terms with the “s” subscript are for the “substitute” gas.  

Source: NGC+ Interchangeability Work Group 2005. 

  

A
F T

A F T

G A F T

aG aa GAA ×= aa GFF ×= aa GTT ×=
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Table B-2: AGA Gas Interchangeability Parameters 
Variable Adjustment Gas Substitute Gas 

Air Theoretically required for  
Complete Combustion per 100Btu   

Primary Air Factor: 
  

Lifting Limit Constant: 
  

Yellow Tip Limit: 
  

Note: “ ” is the specific gravity, “ ” is the heating value; “ ” is the total fraction of inert gases; is the total fraction of 

oxygen in the fuel. 

Source: NGC+ Interchangeability Work Group 2005. 

Once the adjustment and substitute gas mixtures are identified and their respective parameters 
are defined, the stability indices can be calculated with equations B-3, B-4, and B-5:  

Lifting Interchangeability Index: 
 

Equation B-3 

Flashback Interchangeability Index:  

  Equation B-4 

Yellow Tip Interchangeability Index:  

 
 Equation B-5 

AGA developed a set of preferable and objectionable limits for each of the three adjustment 
natural gases, and those limits are presented in Table B-3. Two fuels are interchangeable if their 
lifting and flashback indices fall under the preferable values of 1.0 and 1.18, respectively; also 
the yellow tipping index must be above 1.0 in order to be interchangeable with regard to this 
criterion.  

Table B-3: Limits of Interchangeability for Various Baseload Natural Gases 
Interchange
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 Under 1.0 Above 1.12 Under 1.0 Above 1.06 Under 1.0 Above 1.03 

 Under 1.18 Above 1.2 Under 
1.18 

Above 1.2 Under 
1.18 

Above 1.2 

 Above 1.0 Under 0.7 Above 1.0 Under 0.8 Above 1.0 Under 0.9 

Source: American Gas Association 1946.  

A link between AGA criteria, the Wobbe Index, and Heating Value of the gas can be combined 
in a two-dimensional plot, as exemplified in Figure B-4. By calculating the AGA parameters for 
many different natural gases and reflecting a fail or a pass with color, a region of stability can be 
found. In this case, AGA indices set three boundaries, for lifting, yellow tipping, and flashback. 

 

 
Source: NGC+ Interchangeability Work Group 2005. 

Figure B-4: Stability Diagram Using AGA Indices. In this Case the Reference Gas Had the 
Following Composition C1 = 95%, C2 = 4%, C3 = 0.25%, N2 = 0.75%.  

Since AGA indices were developed using a simple Bunsen-type flame and considered only the 
most common natural gases at the time when the work was published, these indices may not be 
applicable to the typical complex turbulent premixed flames found in current practical systems. 
The inaccuracies expected from applying AGA indices to current fuels may be even greater, 
since current fuels of interest include coal-derived syngas, landfill and biomass gases, imported 
LNG, and hydrogen-augmented fuels whose composition is completely different than those 
natural gases used to set the stability criteria. Nonetheless, these indices were considered as the 
most advanced methods and effective tools to predict interchangeability in the United States 
and should be considered as a starting point. 

B.1.3.1 Example 
As an example, consider the case when interchanging pure methane (adjustment gas: 
100 percent CH4) with a mixture of 70 percent CH4 and 30 percent H2 (substitute gas). 

Other information related to these example fuels is presented in Table B-4.  

LI

FI

YI
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Table B-4: Properties for an Example Fuel Calculation 
Fuel mixture 
(vol.) 

100% CH4 70% CH4 and 30% 
H2 

Relative density    

Higher heating 
value (Btu/scf) 

  

 

Using the calculation sheets presented in Table B-1, the constants for adjustment gas (Table B-5) 
and substitute gas (Table B-6) are calculated. The gray shading is used to indicate the cells 
where the calculations are carried out. 

Table B-5: Calculation of the Interchangeability Constants for the Adjustment Gas 
Analysis of Gas 

Decimal 
Volume 

Fuel 
Mol 

Fraction 

 

Air Required for 
Combustion 
(ft3 air/ft3 gas) 

 

Lifting Constant Yellow Tip 
Constant 

Symbol     

Nomenclature 

(adjustment 
gas) 

       

H2 0 2.38 0 0.6 0 0 0 

CH4 1 9.53 9.53 0.67 0.67 2.18 2.18 

Total  1  9.53  0.67  2.18 

 

  

55.0=ad 41.0=sd

1011=ah 2.805=sh

G A F T

aG aa GAA ×= aa GFF ×= aa GTT ×=

=aA =aF =aT
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Table B-6: Calculation of the Interchangeability Constants for the Substitute Gas 
Analysis of Gas 

Decimal 
Volume 

Fuel 
Mol 

Fraction 

 

Air Required for 
Combustion 
(ft3 air/ft3 gas) 

 

Lifting Constant Yellow Tip Constant 

Symbol     

Nomenclature 

(adjustment 
gas) 

       

H2 0.3 2.38 0.714 0.6 0.18 0 0 

CH4 0.7 9.53 6.671 0.67 0.496 2.18 1.5226 

Total  1  

 

7.385  0.649  1.5226 

 

Using the results collected in Table B-5 and Table B-6, and the properties of the fuel, the 
corresponding calculations of the parameters are  presented in Table B-7. 
 

Table B-7: AGA Parameters-Calculation Sheet  
Variable Adjustment Gas Substitute Gas 

Air 
Theoretically 
required for  
Complete 
Combustion 
per 100Btu 

  

Primary Air 
Factor:   

Lifting Limit 
Constant:   

Yellow Tip 
Limit:   

 

Finally, the indices can be calculated using the Equations B-3 through B-5 above: 

G A F T

sG ss GAA ×= ss GFF ×= ss GTT ×=

=sA =sF =sT

9426.0
1011

53.9100100
=

×
==

a

a
a h

Aa 917.0
2.805
385.7100100

=
×

==
s

s
s h

Aa

7335.0
1011

55.010001000
=

×
==

a

a
a h

d
f 7952.0

2.805
41.010001000

=
×

==
s

s
s h

d
f

2181.1
55.0
67.0

===
a

a
a d

FK 583.1
41.0

649.0
===

s

s
s d

FK

87.22
53.9

18.2100
3.267

100

2

=
×

=
−+

=
aaa

a
a OEA

TY 62.20
3.267

100

2

=
−+

=
sss

s
s OEA

TY
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• Lifting Interchangeability Index:  0.8389 
• Flashback Interchangeability Index:  1.2642 
• Yellow Tip Interchangeability Index:  1.236 

 

Since IF = 1.2642 > 1.18, this interchange parameter indicates that if 100 percent CH4 is 
interchanged with a mixture of 70 percent CH4 / 30 percent H2, the device will experience 
flashback. Hence those two fuels are not interchangeable. On the other hand, the lifting and 
yellow-tipping indices indicate that these two fuels are interchangeable. 

It is important to note that these indices were developed using laminar flames, and that they are 
designed to be used with systems that do not have any control systems. As a result, their 
applicability to systems that, for example, control heat input or firing temperatures is not really 
possible. Regardless, they will be considered and evaluated to the extent possible with data 
from the project in Chapter 4. 

B.1.4 Schuster Index 
The Schuster Index (Equation B-6) attempts to capture fuel impacts on combustion through 
inclusion of the laminar flame speed in conjunction with the Wobbe Index. 

𝑆𝑐 =  
𝑊𝑜𝑏𝑏𝑒 𝐼𝑛𝑑𝑒𝑥

𝑆𝐿
 Equation B-6 

   Where 
    SL is the laminar flame speed 

The Schuster Index, when developed, was hard to implement due to lack of reliable laminar 
flame speed data. This has changed in recent years because researchers have more accurately 
measured flame speed. In this regard, the experimental measurements of individual flame 
speeds of single-component fuels have been particularly prolific and flame speed data are 
readily available. However flame speed measurements for alternative fuels such as coal-derived 
syngas, landfill gases, and imported LNG have not experienced the same level of evaluation 
(Ferguson et al. 2008). Since the flame speed captures a lot of information about the kinetics of 
the flame, and because some of the most important combustion parameters (such as equivalence 
ratio, preheating temperature, and pressure) have a direct effect on flame speed, Schuster Index 
is expected to be a more comprehensive single index parameter than Wobbe Index. 

B.1.4.1 Example 
The use of Schuster Index is, in principle, straightforward. The Wobbe Index is taken as above 
in Section B.1.2. What is then needed is the laminar flame speed. The laminar flame speed was 
one of the stated challenges for adoption of the Schuster Index in the time in which it 
originated. However, chemical kinetics programs like Cantera or CHEMKIN can now be (and 
are) used to calculate laminar flame speed for a given condition. Table  provides examples of 
calculated laminar flame speeds and associated Shuster Index values. What is suggested here is 
that a “critical Schuster Index” may exist, below which flashback maybe an issue. This can be 
explored with existing and newly gathered flashback data. 
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Table B-8: Example Calculated Laminar Flame Speeds for  
Different Mixtures and Conditions 

Fuel Temperature 
(K) 

Pressure 
(bar) 

Laminar Flame 
Speed (cm/s) 

Schuster Index 

CH4 300 1 19.81 (φ =0.7) 60.32 

CH4 500 1 55.91 (φ = 0.7) 21.37 

CH4 500 10 20.93 (φ = 0.7) 57.10 

C3H8 500 10 27.75 (φ = 0.7) 65.12 

H2 500 10 197.3 (φ = 0.7) 5.49 

 

B.1.5 Bureau of Mines 
In the 1950s, while working for the U.S. Bureau of Mines, E. R. Weaver expanded the AGA 
indices on lifting, yellow tipping, and flashback by adding separate parameters for incomplete 
combustion, burner load, and air supply (NGC+ Interchangeability Work Group 2005). 
Weaver’s main contribution was to include empirical correlations to take account of the effect of 
flame speed on each index. Those empirical correlations, used by Weaver in 1951, could be 
updated with more accurate results, given the important progress achieved in measuring the 
flame speed of fuel mixtures and the availability of flame speed predictions based on current 
kinetic models (Ferguson et al. 2008).  

Similarly to AGA indices, Weaver Fuel interchangeability is predicted based on the limits that 
give a relative correlation of the “substitute” fuel to the “adjustment” gas. It is worth 
highlighting that the multiple index techniques have a history of widespread and satisfactory 
use in the industry; however, as empirical models, the multiple index methods also have 
limitations based on the burner designs and fuel gases tested in the development research 
(NGC+ Interchangeability Work Group 2005). Similarly to AGA indices, Weaver indices were 
never optimized for today’s engines operating under lean pre-mixed combustion (Ferguson et 
al. 2008). 

Table  shows the formulas to calculate the Weaver interchangeability indices; the table also 
shows the values of the indices for exactly interchangeable fuels and the accepted ranges or the 
stability limits when two fuels do not match exactly.  
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Table B-9: Weaver Indices and Acceptable Ranges 
Weaver Index Formula Exact 

Inter- 
change-
ability 

Acceptable Ranges 
(Wanneg et al. 2011; 
Ferguson et al 2008)  

Air supply index ( ) 
 

   

Weaver index for 

flashback ( ) 
   

Weaver index for burner 

load ( ). This relation 
is equivalent to Wobbe 
Index ratio. 

 
  

Weaver index for 
incomplete combustion (

). 

   

Weaver index for lifting 

( ). 
 

   

Weaver index for yellow 

tipping ( ). 
   

 

Similar to AGA calculations, the subscript “a” denotes the original adjust gas, and the  
subscript “s” denotes the new substitute gas. 

Weaver used an empirical relation to obtain the flame speed of each fuel. The Weaver flame 
speed factor is presented below in Equation B-7:  

 Equation B-7 

This empirical formula captures the effect of the content of oxygen in the fuel gas (Q), and the 
percent of inert components (Z), where: 

ai = is the mol fraction of the component i.  
Bi = an empirical constant called the flame factor. The flame factor is assigned to 

each component in the fuel mixture. 

AJ

sa

as
A dA

dA
J =

1=AJ 2.18.0 ≤≤ AJ

FJ 4.04.1 +−= A
a

s
F J

S
SJ 0=FJ 26.0≤FJ

HJ
sa

as
H dH

dH
J =

1=HJ 2.18.0 ≤≤ HJ

IJ
634.366.0 −−=

a

s
AH R

RJJ 0=IJ 05.0≤IJ

LJ ( )

( ) 100

100

as

s
a

s
A

L NN

Q
S
SJ

J
−

−








=

1=LJ 64.0≥LJ

YJ
( )

100
1 as

AY
NNJJ −

+−= 0=YJ 05.0≤YJ

QZA
Ba

S ii

8.180.50.1 −++
= ∑
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A = stoichiometric volume of air required to complete the combustion of a unity 
of volumetric fuel. 

d = relative density of gas expressed as specific gravity referred to air as unity. 
S = maximum flame speed in a mixture of the gas with air, expressed as a 

fraction of the flame speed for hydrogen. 
Q = is the molar fraction of oxygen in the mixture. 
H = heating value of gas in Btu/scf. 
R = ratio of number of atoms of hydrogen in all forms of combination in the fuel 

gas to the number of carbon atoms in the hydrocarbons. (Carbon monoxide is 
excluded.) 

N = number of “readily liberated atoms” of carbon per hundred molecules of gas. 
Z = is the molar fraction of inert components. 
 

3.1.5.1 Example 
In the context of Weaver indices, let’s find out if the interchangeability of hydrogen (H2) with 
pure methane (CH4) is possible. 

The properties of methane and hydrogen are presented in Table B-10: 

Table B-10: Properties Needed for Example Weaver Index Calculation 
Fuel mixture (vol.) 100% CH4 100% H2 

Relative density    

Stoichiometric air-
to-fuel ratio 
(volume)  

  

 

The Weaver air supply index ( ) is shown in Equation B-8 (from Table B-9): 

 Equation B-8 

Since 0.7 is out of the stability range , (recall Table B-9) these two fuels are not 
interchangeable with respect to the air supply criterion. This parameter can be evaluated in the 
context of data obtained throughout this project. 

Similar to the AGA indices, the Weaver Indices were designed for laminar systems without 
controls. As a result, application to practical turbulent systems that incorporate some level of 
control on firing temperature or load will be inherently limited. Hence, additional concepts are 
desired for more general application. 

55.0=ad 07.0=sd

52.9=aA 38.2=sA

AJ

or
dA
dA

J
sa

as
A = 7.0

07.052.9
55.038.2

==AJ

2.18.0 ≤≤ AJ
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B.2 Other Methodologies 
In addition to the historical parameters, other work, both historic and more recent, touch on 
more general concepts for the prediction of fuel interchangeability using reduced-order 
methods. Generally, the historical parameters were derived empirically in the context of simple 
Bunsen-type flames with low Reynolds number conditions (i.e., emphasis on laminar behavior). 
Further, they emphasized only variation in natural gas (e.g., generally the fuel was mostly 
methane). In practice, burner configurations tend to be turbulent and generally feature a 
means of anchoring the reaction (e.g., with swirl, or other “aerodynamic” stabilization 
mechanisms). Also, it is of interest to understand the interchangeability of fuels with a wider 
range of compositions. 

Hence, while these concepts have been generally derived from more general combustion theory 
and, while they are empirical in nature, they may be more generally applicable to practical lean 
premixed burner configurations. 

B.2.1 Blowoff 
Blowoff refers to the dynamic process of flame detachment and extinction. In general, blowoff 
has been represented as a competition between time scales associated with physical processes 
and kinetic processes. The ratio of the time scales is the Damköhler number (Da), shown in 
Equation B-9: 

𝐷𝑎 =  
𝜏𝑝ℎ𝑦𝑠𝑖𝑐𝑎𝑙
𝜏𝑐ℎ𝑒𝑚𝑖𝑐𝑎𝑙

 Equation B-9 

When the physical time scale (e.g., residence time,𝜏𝑝ℎ𝑦𝑠𝑖𝑐𝑎𝑙) falls below the kinetic time scale 
(e.g., reaction time, 𝜏𝑐ℎ𝑒𝑚𝑖𝑐𝑎𝑙), Da will reduce, and when it approaches 1.0, will be at a level 
where the combustion process will be prone to blowoff. Essentially, the mixture does not have 
enough physical time to chemically release the fuel energy. Generally, the physical time scale is 
dictated by the design of the combustion system. Parameters such as swirl strength and flame 
holder size dictate a residence time within the combustion zone. On the other hand, the 
kinetic time scale is strongly affected by temperature, pressure, and fuel composition. As a 
result, changing loads and/or fuels significantly impact the reaction times and, thus, the 
Damköhler number. 

This intuitively appealing description of the mechanism triggering blowoff has resulted in 
decades of work essentially validating the concept (e.g., Chaudhuri et al. 2010; Rizk and 
Lefebvre 1986; Leonard and Mellor 1983; Ballal and Lefebvre 1979; Wright 1959; Zukoski and 
Marble 1955) This body of work has been largely summarized by Shanbhogue et al. (2010) and 
essentially concludes that a Damköhler number approach is effective in capturing the global 
blowoff behavior. As a result, this concept has gained widespread acceptance as a general 
approach to infer blowoff.  

To apply this approach, the numerator and denominator in Equation B-9 must be determined. 
Each has subtleties that must be considered and which may be a function of the burner type and 
fuel type. 
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Early examples of blowoff correlations using this approach are in form of an equivalence ratio 
or fuel-to-air ratio at blowoff, as a function of geometry, velocity, and an effective reaction rate. 
Examples include that shown in Equation B-10 (Lefebvre 1983): 

𝑞𝐿𝐵𝑂 = 𝐶 ��̇�𝐴 𝑉𝑐𝑃31.25𝑒𝑥𝑝 �𝑇3 100� �� �
0.16

 Equation B-10 
 

   Where 
    qLBO = fuel-to-air ratio at blowoff 
    C = constant (function of fuel type and geometry) 
    mA = air mass flow rate 
    Vc = characteristics reaction volume 
    P3 = combustor inlet pressure 
    T3 = combustor inlet temperature 
 

Equation B-10 was developed for gas turbine applications, and it reveals a time-scale ratio as 
follows: 

• The air mass flow and the volume generate a residence time. 
• The pressure and exponential terms form a reaction rate that is the inverse of the 

chemical time and that can be thought of as an ignition delay time. 
 
Conceptually, ignition delay time could be considered “unrealistic” as it is a “sit and wait” time, 
not a time associated with convection or diffusion of radical species. Regardless, the similar 
form for reaction rate and delay time suggests this could be evaluated. 

Another recent correlation is shown in Equation B-11 (Huelsekamp et al. 2011): 

∅𝑏𝑙𝑜𝑤𝑜𝑓𝑓 = 0.195 ��𝑈 𝐷� �
0.1493

𝑒𝑥𝑝 �
361.4
𝑇

� 𝑃0.2199� �  Equation B-11 

Equation B-11 also reflects a ratio of time scales similar to that noted in Equation B-10. It is 
noted that the authors developing Equation B-11 systematically considered numerous other 
non-dimensional groups such as Prandtl number, Schmidt number, Reynolds number, and 
Strouhal number. The noted lack of correlation with these other numbers was taken as further 
reaffirmation that Damköhler number is the appropriate group to correlate blowoff. 

Choices can be made relative to the time scale of interest. One could be the ignition delay time, 
which is essentially captured in the form of Equation B-10 and Equation B-11 as the chemical 
time scale is an Arrhenius expression.6 In both examples, however, fuel composition is not 
explicitly considered (as a result of the constants found in the exponential terms which should 
be a function of fuel); yet, as is discussed in Section 4.1, the ability to determine ignition delay 

6 An Arrehnius expression essential relates the reaction rate constant, k, to the temperature, T, and an 
“activation energy,” EA according to 𝑘 = 𝐴𝑒

−𝐸𝐴
𝑅𝑇� . 
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time for a wide variety of fuels appears well in hand. A second chemical time scale expression, 
which is commonly used in the literature, is shown in Equation B-12: 

𝜏𝑐ℎ𝑒𝑚 = 𝛼/𝑆𝐿2. Equation B-12 

 Where  
   α is the thermal diffusivity 
   SL is the laminar flame speed 
 

To apply Equation B-12, the thermal diffusivity of the mixture and the laminar flame speed are 
needed. Conceptually, to apply Equation B-12, the following steps would be taken to correlate 
data from the experiment using a Damköhler number approach (using the first two steps for the 
denominator, and the second two for numerator): 

1. Obtain thermal diffusivity 𝛼 of the fuel-air mixture using a transport properties 
calculator at blowoff conditions. 

2. Calculate laminar flame speed 𝑆𝐿, either via kinetics software such as CHEMKIN, or 
obtain values from literature. 

3. Establish a representative velocity for the system. 
4. Establish a characteristic length scale applicable to the combustor in question. 

 

Returning to the fundamental form of the Damköhler number given in Equation B-9, if a given 
combustion system is considered, it might be argued that the value in the numerator is a 
constant (e.g., constant recirculation zone size, constant bulk gas residence time). As a result,  
the key to considering fuel composition is the determination of the denominator. Hence, 
Equation B-12 could be used or an explicit ignition delay time could be used. 

This essentially one-dimensional conceptual model may not fully capture the details of the 
processes occurring. Indeed, local behaviors may indicate blowoff ahead of any time ratio 
which may be responsible for the scatter in the data available. As fuel composition changes 
dramatically or inlet conditions reach levels that are outside of the conditions for which the 
numerous experimental studies have been carried out, refinements to the conceptualization of 
blowoff may be required. The impact of further transient response requirements may also 
require new thinking in this area. 

B.2.1.1 Example 
An example for applying these correlations is as follows: 

For a given burner arrangement, consider the application of Equation B-10, which was 
developed with gas turbine applications in mind. In this example, the values summarized in 
Table B-11 are known as a result of a single experiment: 

 
Table B-11: Values for Application of Equation B-10 

Air mass flow 0.017 kilograms per second (kg/s) 
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Volume of Reaction Zone (from image or 
computational fluid dynamics, CFD)  

1.26E10-5 m3 

Temperature  300 K 

Pressure 1 bar 

Observed fuel-to-air ratio at blowoff 0.004 

 

Using these parameters: 

0.004 = 𝐶�0.017 1.26𝐸10−5×11.25  𝑒𝑥𝑝�300
100� �⁄ �

0.16
 Equation B-13 

 

 and solving for C: 

    C = 0.002 

Now if the blowoff at another condition is needed, for example 10 bar and 600 K, these values 
are used in Equation B-10 to determine the fuel-to-air ratio at blowoff. Table B-12 summarizes 
the values for this example. 

Table B-12: Application of Equation 20 for 10 bar, 600 K 
Air mass flow Unknown, kg/s 

Volume of Reaction Zone (from image or CFD)  Unknown, m 3 

Temperature  600 K 

Pressure 10 bar 

Observed fuel-to-air ratio at blowoff Solved for 

 

If it assumed that the pressure drop across the burner remains constant, the mass flow rate will 
scale by the density. In this case, the higher air pressure will lead to a factor of 10 higher mass 
flows, but the higher temperature will reduce this by a factor of 2, resulting in 5 times the air 
flow, or 0.085 kg/s. The volume of the reaction zone may change, but assume that the fraction of 
air participating is constant. In this case, the fuel to air ratio at blowoff can be determined using 
Equation B-14: 

𝑞𝐿𝐵𝑂 = 0.002�0.085 1.25 × 10−5(10)1.25𝑒𝑥𝑝�600
100� �⁄ �

0.16
 

qLBO = 0.002 

Equation B-14 

Hence, the increased pressure and temperature leads to the ability to operate leaner mixtures 
as expected. 

B-16 



In this case, the fuel has not changed—only the operating condition has. If the fuel were to 
change, it is likely that the size of the reaction would change, but so would the constant, C, for a 
given geometry. As a result, one approach to using Equation B-10 would be to establish a 
correlation for the value of C for different fuels. This could be done with a series of tests with 
various fuels, but this would defeat the purpose of having the expression to predict the impact 
of the fuel composition. The tests to establish C for each fuel would generate the desired fuel 
composition effect without needing the expression to predict it. It would be helpful to have a 
more general approach to account for fuel variation. This is pursued in Section 4.2. 

B.2.2 Flashback 
Flashback can be an issue for the low-emission systems under consideration in this study that 
rely on premixing of the fuel and air prior to combustion. As summarized in Lieuwen et al. 
(2008), flashback has been classified to describe at least four different types of behavior:  

1. Flashback into the core flow 
2. Flashback along a boundary 
3. Flashback associated with combustion induced vortex breakdown 
4. Flashback associated with combustion dynamics 

 
B.2.2.1 Core Flashback 
Regarding core flashback, the simplest design rule requires that the flow field must not have 
strong local velocity deficits and that the flow velocity must be substantially above the reaction 
propagation rate. Figure B-5 illustrates the concept of core flashback. Essentially, when the 
reaction propagation rate exceeds the mixture velocity, flashback into the mixer can occur. This 
simple model suggests that a simple velocity ratio might be sufficient as a critical parameter. 
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a) Factors Influencing Core Flashback 

 

b) State at core flashback 

 

Figure B-5: Conceptual Model of Core Flashback 
 

Equation 25 illustrates such an expression which involves a flame speed, 𝑆𝐿, and a bulk flow 
velocity, 𝑈𝑓𝑙𝑜𝑤. Examination of this expression also suggests that a ratio of time scales (e.g., 
residence time and reaction rate) may also be an appropriate parameter). In other words, 
Equation B-15 can be considered a form of Equation B-9.  

𝐹𝐵𝑖 = 𝑆𝐿/𝑈𝑓𝑙𝑜𝑤 . Equation B-15 
 

B.2.2.2 Boundary Layer Flashback 
Boundary layer flashback is a result of the fact that, at a wall, the flow velocity is necessarily zero. 
Moving away from the wall, the velocity will increase until it reaches a value that is “isolated” 
from the wall, or the freestream velocity, designated as Uax in Figure B-6. This distance is known 
as the penetration depth and is designated as dbl in Figure B-6. Conceptually, because the velocity 
in the boundary layer will somewhere drop to a value below the flame propagation rate, ST, the 
reaction can propagate upstream along a boundary. The final part of the concept is associated 
with the fact that the wall not only results in a zero velocity condition at its surface, it also 
serves as means of “quenching” the reaction by essentially terminating key propagation 
reactions. As a result, if the reaction gets to certain critical distance from the wall, the 
“quenching distance,” dq, it will not be able to propagate upstream. 

Fuel Air
Mixture

Reaction

B-18 



 
Figure B-6: Boundary Layer Flashback Illustration 

From this simplified model, it can be seen that strategies to avoid boundary layer flashback 
would be to keep reaction out of the boundary layer by (1) reducing the amount of fuel in that 
location (i.e., “lean out” the boundary layer), (2) minimizing the thickness of the boundary layer 
/”penetration distance” (thereby ensuring dq > dbl), or (3) taking advantage of quenching distance 
differences. Figure B-7 shows quenching distances for various fuels. As shown, fuels such as 
hydrogen or acetylene have much smaller quenching distances than do propane or isooctane. 
This, combined with hydrogen’s relatively high burning velocity, is a primary reason why 
hydrogen poses significant challenges for premixed operation. 

 
Source: Calcote et al. 1952 

 
Figure B-7: Quenching Distances for Various Fuels 

dbl

Uax

Fuel/Air

dq

Uax|dq vs ST
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The conceptual model posed in Figure B-6 was reduced to practice in the 1940s by Lewis and 
von Elbe (1943)who considered a combination of the flame speed, the flow speed, and the 
distance from the wall at which flashback occurred. They termed this the critical gradient 
(Equation B-16): 

𝑔𝑐 =  
𝑆𝐿
𝑑𝑏𝑙

 Equation B-16 
 

The concept of the velocity gradient in their theory was devised for a laminar stream and sets 
that the velocity distribution of the injected fluid follows closely the Poiseuille parabola, shown 
in Equation B-17: 

 Equation B-17 

 where 

   is the velocity at a distance  from the axis,  
   is the radius of the tube, and  

   , where is the viscosity and the hydrodynamic pressure gradient. 

By adding assumptions regarding the state of the flow (e.g., fully developed laminar pipe flow), 
the relation was reduced to a form that could easily be calculated using the flow rate, Q, and 
geometry of the pipe, as shown in Equation B-18: 

𝑔𝑐 =  
4𝑄
𝜋𝑅3

 Equation B-18 
 

Hence Equation B-18 can be used as a design guide for interchangeability. If a given mixture 
exceeds the critical value, it will flashback. This is a very convenient form in that the geometry 
(via R) and the volume flow rate, Q, of the mixture is needed along with the critical velocity 
gradient for that condition. Thus, in principle, a tabulation or correlation that relates this critical 
velocity gradient to the conditions of interest would be beneficial. However, such a tabulation is 
not available. Also, Equation B-18 does not contain an explicit fuel effect, which implies that 
Equation B-16 is perhaps a more general and useful form. Unfortunately, this form requires 
laminar flame speeds and the penetration distance, both of which require some effort to 
determine and are not available in a tabular or correlation form.  Figure B-8 shows an example 
of the concept to collapse data from various sources for atmospheric natural gas/air mixtures 
(Shaffer et al. 2013). As shown, if the equivalence ratio is known, the critical gradient to avoid 
flashback can be established, and then the flow rates and or velocities can be adjusted using 
Equation B-18 to ensure flashback is avoided. Of course, these results are only for natural gas, 
and furthermore, the conditions are laminar. 

( )22 rRnU −=

U r
R

η4
an −

= η a
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Source: Shaffer et al. 2013. 
 

Figure B-8: Summary of Equivalence Ratio vs. Critical Velocity Gradient  
for Various Studies with Natural Gas 

Just considering the laminar flame speeds of methane and hydrogen, one might expect a 
difference in the critical velocity gradient of about 7 (ratio of laminar flame speed of hydrogen 
to that of methane). However, this does not include any quenching effects, as characterized by 
dbl in Equation B-16. As shown in, hydrogen can sustain reaction closer to the wall than can 
methane; hence, the critical velocity gradient is more than 7 times higher for hydrogen. This is 
for a laminar situation. Whether the critical wall gradient for the corresponding turbulent 
boundary layer is higher than that for the laminar case depends on the thickness of the quenching 
distance with respect to the laminar sub-layer (Wohl 1953). An alternative expression for the 
critical gradient at flashback for turbulent flow conditions is shown in Equation B-19: 

𝑔𝑐 =  0.03955 𝑅𝑒3 4⁄  𝑢� 𝑑�  Equation B-19 

Equation B-19 incorporates aspects of the fuel through density and viscosity contained within 
the Re term, and thus has promise for describing the relative flashback propensity of two given 
fuels. Interestingly, however, no direct connection to flame speeds or quenching is evident, 
again suggesting a lack of key physics in its ability to predict fuel compositional impacts. 

In 1959, a method for predicting the interchangeability of arbitrary gas mixtures concerning 
only the flame stability was developed (Van Krevelen and Chermin 1959). Their work was 
based on the theory of stability of laminar atmospheric burner flames as defined by Lewis and 
Von Elbe. According to Lewis and Von Elbe, both flashback and blowoff are exclusively 
governed by the boundary velocity gradient and the air-fuel ratio (Lewis and von Elbe 1943). 
This was confirmed experimentally by Grumer et al. who found that the two stability limits 
(flashback and blowoff) are independent of the burner port diameter (Grumer et al. 1956). 
Grumer determined these stability limits for a large number of single-component gases and gas 
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mixtures. As mentioned, the theory of Lewis and Von Elbe applies well to laminar flame 
regimes. Consequently, Grumer used premixed laminar streams, flowing through single 
upright ports in free air, at room temperature and pressure. As a consequence, the method 
developed by Van Krevelen and Chermin is appropriate only for the interchangeability of 
premixed laminar flames. However, it is worth summarizing the details, however, as extension 
of the concept to turbulent flames may be possible. 

Flame stability diagrams for hydrogen and methane are presented Figure B-9.  The critical 
gradient can be calculated as Equation B-18 for a given value of F, the fuel-gas concentration as 
a fraction of the equivalence ratio. Hydrogen, with its reactivity, may flash back already at a 
boundary velocity gradient of 10,500 sec-1 but can hardly be blown off. However, methane 
flashes back only when the boundary velocity gradient has fallen to the low value of 400 sec-1; 
whereas, blowoff occurs at 2,000 sec-1 (at stoichiometric gas concentration) (Van Krevelen and 
Chermin 1959).  

  
Source: Van Krevelen and Chermin 1959. 
 

Figure B-9: Flame Stability Diagram of Hydrogen (left) and Methane (right) 
Figure B-10 shows a schematic representation of the flame stability diagram. This diagram is 
characterized by the following data:  

1. The coordinates of the peak of the flashback curve . 
2. A quantity providing a measure of the width of the flashback curve. 
3. The distance of the blow-off curve from the peak of the flashback curve characterized, 

for example, by the distances TP and TQ.  

In principle, the flame stability diagram for any given gas or mixture (burning in air) is 
completely characterized by these three quantities. 

( )MM Fg ,
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Source: Van Krevelen and Chermin 1959. 
 

Figure B-10: Typical Flame Stability Diagram 
Van Krevelen and Chermin (1959) found it possible to reduce all individual stability diagrams 
(of both pure and mixed gases) to a generalized diagram by using the following coordinates: 

1. The dimensionless reduced boundary velocity gradient:  𝑔𝑅 =  𝑔 𝑔𝑀⁄ . 
2. The reduced gas concentration, defined as 𝐹𝑅 = 1 +  𝜑(𝐹 −  𝐹𝑀). Where 𝐹is the fuel gas 

concentration, fraction of stoichiometric; 𝐹𝑀 is the position of the peak of the flashback 
curve; and 𝜑 is the reduction factor. This is a reciprocal measure of the width of the 
flashback curve and has been normalized in such a way that for methane 𝜑 = 1. 

 

The generalized flame stability diagram is presented in Figure B-11. This comprises a bundle 
of blowoff curves that are exclusively determined by the percentage of hydrogen in the inert-
free mixture. 
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Source: Van Krevelen and Chermin 1959. 
 

Figure B-11: Generalized flame stability diagram 
The numerical values of , , and  of pure fuel gases are given in Table B-13. 

Table B-13: Values of , , and  of Pure Fuel Gases 

Fuel gas (sec-1)   

CH4 400 1 1 

C2H6 (ethane) 650 1.13 0.8 

C3H8 580 1.12 0.6 

C2H4 (ethylene) 1,400 1.1 0.63 

C6H6 (benzene) 720 1.06 0.63 

H2 10,500 1.2 0.46 

 

MF Mg φ

Mg MF φ

Mg MF φ
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Of the characteristic parameters, the reduction factor  is the only additive one. The other two, 
 and , are only additive for mixtures of hydrocarbons. For other binary mixtures Grumer 

determined the corresponding maximum values, as presented in Figure B-12. 

 

 
 

Source: Figure copied from Van Krevelen and Chermin 1959. 
 

Figure B-12: Critical Gradient (left) and Equivalence Ratio (right) at the Flashback Maximum Point 
for Methane-Hydrogen Mixtures  

For detailed descriptions about how to determine the parameters , , and  for other fuel 

mixtures including inert gases, see Van Krevelen and Chermin (1959). 

Finally, if a given gas or gas mixture A, is burning with a stable flame on a burner port, the 
coordinates relating this burner-fuel gas combination (the performance point of the burner for 
gas A) naturally lie within the stable flame region of the diagram. This gas is interchangeable 
with another gas (B) only if the coordinates of the performance point of the burner-fuel gas B 
combination also come within the stable flame region of the generalized diagram. 

If the performance point of a burner with adjustment gas A is known, the performance of the 
same burner with a substitute fuel B can be calculated, as shown in equations B-20 and B-21: 

 Equation B-20 

 Equation B-21 

Where the gas-line pressure and is the Wobbe Index of the gas. 
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B.2.2.3 Example 
A burner has been adjusted for methane (A) and the coordinates of the performance point are: 

 ; ;  

The performance point in the generalized stability diagram becomes: 

 
  

The Wobbe Index of methane is: 

 
 

Now consider a mixture of 40 percent H2 and 60 percent CH4 (gas B). The method can be 
applied to establish if gas B can be interchanged for gas A without concern for flashback. Gas B 
has a Wobbe Index of: 

.  

Using equations 30 and 31, the values of  and  for the given injector are established. 
Assuming that the line pressure is the same for both gases:  

 
=  

 
=  

  

Now the values can be estimated using the reduced form. From Figure B-12, 
, and . Therefore: 

 
. 

 . 

Since this point lies in the flashback region, this approach indicates that gas mixture B is not 
interchangeable with gas A (i.e., it will be prone to flashback. Again, although this approach 
was developed for laminar conditions, it could be possible to expand it to turbulent flow. But 
generally, it is designed for systems without controls, which may limit its applicability to 
advanced power generation systems that typically include controls to maintain power output or 
certain temperatures within the system. 
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B.2.2.4 Combustion Induced Vortex Breakdown (CIVB) Flashback 
For swirling flames, the presence of the flame can alter the vortex breakdown behavior, which 
can lead to flashback. This work has been summarized in a number of works from Sattelmayer’s 
research group at the Technical University of Munich (Kroner et al. 2003; Fritz et al. 2004; 
Kiesewetter et al. 2007; Konle and Sattelmayer 2010). That group has proposed several 
correlations that can be used to estimate the onset of combustion induced vortex breakdown. In 
this case, the relative mass and thermal diffusivity which are strong properties of the fuel can 
play a role in whether CIVB flashback occurs. This causes some additional design 
considerations to be required when considering fuel flexibility. Figure B-13 illustrates the 
concept of CIVB, where the system on the left represents the normal desired state of the 
reaction. In the right figure, the reacting recirculation region interacts with the mixture 
approaching it, causing a change in the stabilizing location of the reaction and allowing it to 
propagate upstream into the mixing tube. 

 
Source: Lieuwen et al. 2008.  

Figure B-13: Conceptual Representation of CIVB.  
The CIVB mechanism in flashback can be physically described as ability of the premixer zone to 
quench the combustion-induced bubble with negative axial velocity. If the conditions in the 
premixer zone are stable enough to quench the bubble and prevent it from entering the 
premixer zone, flashback does not occur; otherwise final flashback will take place and the 
bubble will enter the premixer zone and damage the hardware. A variable introduced to predict 
flashback is shown in Equation B-22: 

 
Equation B-22 

which upon inspection can be related to a Damköhler number (Equation B-23): 

 Equation B-23 

As with blowoff, the strategy for determining  must be established. In the work of 
Sattelmayer, the use of a perfectly-stirred reactor (PSR) simulation was adopted, rather than 

. The rationale is that a PSR approach may capture the physics of the behavior near 

extinction, whereas  is more appropriate for complete reactions. Next, the 
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parameter in Equation B-24 is suggested as a promising parameter if it can be assumed that 
conditions at flashback will have a constant value of . 

 Equation B-24 

The other parameters are: 

 is the reference velocity.  

 is the length reference.  

 
 is the fuel Lewis number (ratio of the thermal-to-mass diffusion). 

It is apparent that including  in the correlation could, in principle, capture the impact of fuel 
composition. As a result, and can be calculated and used to assess flashback 

propensity via the CIVB mechanism.  is calculated for the measured equivalence ratio at 
blowoff, and  and are calculated based on air flow rates and dimensions of the particular 
burner configuration. 

This general approach for estimating CIVB is evaluated for the high-swirl burner validation test 
bed, as described in Section 4.2.6. 

B.2.2.5 Combustion Dynamics 
In addition to the mechanisms above, if a system possesses combustion instability, it is possible 
that the pressure field within the system can couple with local variation in the fuel-to-air ratio 
and lead to a situation where the flow can essentially move up into the premixer under another 
mechanism. The challenge relative to the influence of fuel composition is that changing the fuel 
composition can influence the location of the heat release, which can then potentially couple 
with the acoustic field. 

B.2.2.6 Comments on Flame Speed 
As shown in a number of the equations above (e.g., Equation B-6, Equation B-7, Equation B-14, 
Equation B-15, Equation B-16, etc.) flame speed appears in many expressions. This warrants 
some discussion regarding flame speed. In many of the early parameter developments, the 
laminar flame speed is used. Often, the cases under consideration were, in fact, laminar. The 
laminar flame speed is an intrinsic property of the fuel/air mixture and the conditions of interest 
(i.e., mixture temperature and pressure). In these cases, laminar flame speeds could be available 
through tabulated data. However, the vast majority of these data are for stoichiometric 
conditions and for nominally room temperature mixtures at 1 atm. Data for mixtures of fuel 
components or for elevated temperature and pressure conditions are far more sparse and are 
generally beginning to appear in the literature only in the last decade (e.g., Natrajan 2005; Hu 
2009). As a result, for concepts such as Shuster Index, it stands to reason that more complete 
and improved data on laminar flame speeds may now be available. 
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However, the more challenging issue facing the current applications is that the large majority of 
them are turbulent. Conceptually, turbulence enhances mixing, and thus the turbulent burning 
rate can far exceed the laminar rate. Hence applying laminar flame speeds to turbulent 
situations can be problematic. Considerable work in the literature has examined the relationship 
between turbulent and laminar flame speeds.  Appendix E provides details regarding this 
subject. At first look, a rationale for using the laminar flame speed is apparent in that many 
researchers have proposed a form for the turbulent flame speed based on the laminar flame 
speed and the level of turbulence in the flow. Among the first equations developed for the 
calculation of turbulent flame speed was Equation B-25, developed theoretically by Damköhler 
(1950): 

𝑆𝑇 = 𝑆𝐿 + 𝑢′ Equation B-25 

where, 

 𝑢′ = 𝑓𝑙𝑢𝑐𝑡𝑢𝑎𝑡𝑖𝑛𝑔 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡.  

 Other examples illustrate a similar form, such as Equation B-26 (Liue and Lenze 1992): 

𝑆𝑇 = 𝑆𝐿 + 5.3𝑢′�𝑆𝐿 Equation B-26 

 and Equation B-27 (Bradley 1992): 

𝑆𝑇
𝑆𝐿

= 1.52
𝑢′

𝑆𝐿
 

Equation B-27 

As will be explained in Appendix E, it is vital to consider the details of the nature of the flame 
speed considered. To this end, different definitions have been proposed to describe turbulent 
flame speed based on the different experimental methods used to measure it. Which definition 
best applies to flashback remains an open question, but conceptually, the local displacement 
rate is probably the best concept to use compared to the global consumption rate, which is 
derived from the most common types of measurements on Bunsen cone flames. To illustrate 
this, Figure B-14 presents measured turbulent flame speeds based on global consumption rates 
versus the local displacement rate (Kido et al. 2002). Both experiments shown were performed 
at atmospheric conditions (T = 298 K, P = 1 atm). As shown, major differences in the turbulent 
flame speed will result depending on which definition is used. The local displacement speed, 
𝑆𝑇,𝐿𝐷, has been referenced often in turbulent flame speed discussions, yet available data may 
reflect the global consumption rate. 
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Source: Kido et al 2002; Cheng 2009. 

Figure B-14: Kido et al. Data Collected Using Spark-Ignited Flame Kernel Shown Here with 
Symbols (𝑺𝑻,𝑮𝑫). Correlations Obtained Using Low-Swirl Burner (𝑺𝑻,𝑳𝑫) 

Are Shown as Solid Lines from Cheng.  
In summary, flashback in practical systems is dependent upon turbulent flame speed, which in 
turn is fraught with challenges due to differences in definition and lack of validation data. For 
many practical burner configurations, those based on local displacement speed seem most 
appropriate, but even then discrepancy is evident and the role of pressure, temperature, and 
fuel mixtures is unclear (see Appendix E). Some general trends are: leaner conditions result in a 
slower 𝑆𝑇, higher hydrogen content causes an increase in 𝑆𝑇, increases in inlet bulk velocity lead 
to increased 𝑆𝑇, and the addition of diluents does not have a marked effect on 𝑆𝑇. Development 
of design tools for flashback (and blowoff) that are based on turbulent flame speeds remain 
works in progress. Data and analysis conducted for this project can help to progress these tools. 

B.2.3 Autoignition 
Like flashback, autoignition is primarily a concern for systems using some degree of premixing. 
It is particularly a concern for higher hydrocarbon and liquid fuels, such as lean premixed, pre-
vaporized systems. For these lean premixed systems, it is apparent that a Damköhler expression 
exists (Equation B-28): 

𝐷𝑎 =  
𝜏𝑟𝑒𝑠
𝜏𝑖𝑔𝑛

 Equation B-28 

Equation B-28 describes the relative residence time to ignition time in the premixer. In this case, 
if Da approaches 1, the likelihood of ignition within the premixer increases. To apply this 
concept, all that is required is to determine the numerator and denominator. The numerator can 
be based on bulk parameters such as premixer volumes and volumetric flow rates. These can be 
ascertained from premixer geometry and flow rates. This may not capture any local separation 
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or boundary-layer effects. As a result, rather than a simple one-dimensional determination, 
something like CFD can be applied with “tracers” or a similar feature applied to generate a 
spectrum of possible fluid parcel residence times. In this case, it would be most conservative to 
use the longest residence time. 

What remains then is to determine the ignition delay time. This can be determined in at least 
three ways which are becoming common. 

B.2.3.1 Tabulated Values 
Tabulated values for the spontaneous ignition temperature for many fuel/air mixtures are 
available in the literature. These include those from the Advisory Group for Aerospace 
Research and Development (AGARD) (Mullins 1955) and the U.S. Bureau of Mines (Zabetakis 
1965). These values are also available from recent books (Glassman 1996). These tables include 
the temperature, and in some cases, the period of time at that temperature for which ignition 
occurred. Unfortunately, the delay time data are not comprehensive. As a result, these tables are 
difficult to use for general delay time. 

B.2.3.2 Correlations 

B.2.3.2.1 Natural Gas-Type Fuels 
A comparison of selected autoignition delay time correlations for pure methane is shown in 
Figure B-15. Even for pure methane, the available correlations do not agree well. 

Other Arrhenius-type expressions have been generated for use as design guides for numerous 
fuels. These are generally developed for ranges of fuel types based on measurements using 
different types of devices, such as flow reactors, shock tubes, or rapid compression machines. 
Spadaccini and Colket (1994) reviewed several shock tube experiments for methane. It is noted 
that shock tubes, while providing a highly repeatable and controlled environment, are best 
suited for high-temperature conditions. The correlation developed based on review of the 
literature is shown in Equation B-29: 

𝜏 = 2.21 × 10−14 exp �
22659
𝑇

� [𝑂2]−1.05[𝐶𝐻4]0.33 
Equation B-29 

 

To address higher hydrocarbons, Spadaccinni and Colket proposed the correlation in Equation 
B-30 as a design tool. Note that the role of specific higher hydrocarbons is not explicitly 
indicated. Also, the temperatures for which this expression is valid are generally above 1,300 K. 

𝜏 = 1.77 × 10−14 exp �
18693
𝑇

� [𝑂2]−1.05[𝐶𝐻4]0.66[HC]−0.19 Equation B-30 
 

For lower-temperature regimes (most relevant to gas turbine premixers), correlations for 
autoignition delay time have been proposed by Cowell and Lefebvre (1986) and by Beerer et al. 
(2011) for the present project based on data from flow reactors. Cowell and Lefebvre 
concentrated on pure fuels; that is, methane and propane; while Beerer et al. looked at mixtures 
of methane, ethane, and propane.  
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Figure B-15. Literature Autoignition Delay Time Correlations for Pure Methane  
(P = 1 atm, φ = 1.0) 

The trend due to Equation B-30 is displayed as the solid line in Figure B-16. The dashed vertical 
lines in the figure represent the regions of typical gas turbine premixer and reheat burner inlet 
temperatures. Gas turbine premixer inlet temperatures are usually less than 900 K, which is on 
the far right of the plot. Inlet temperatures for reheat combustors are in between 900 and 
1,300 K. As shown, the correlation presented in Equation B-30 does not capture the behavior in 
the lower temperature ranges. This is consistent with its recommended range of applicability 
for temperatures above 1,300 K. 

Beyond correlations for ignition delay time, it may also be possible to correlate results using 
knock indices from automotive engines. Octane or cetane numbers are used to describe the 
relative resistance or relative ease with which gasoline or diesel fuels will autoignite. 
Conceptually this has been extended to gaseous fuels in the form of MN. 

The MN is therefore somewhat related to the combustion properties of the fuel, such as reaction 
rate. It is analogous to the motor octane number (MON) defined for gasoline. While defined in 
the context of internal combustion engines for transportation, MN may also affect performance 
of power generation devices located in the same distribution region. 
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Source: Beerer et al. 2011. 

Figure B-16: Ignition Delay Results of Methane/Air at Intermediate  
and High Temperature Conditions 

The MON equivalent for natural gas is also related to the reactive hydrogen-to-carbon ratio 
of the fuel, as shown in Equation B-31:7 

 
Equation B-31 

 

Further, empirical correlations are available to relate MN to a MON “equivalent” of the gas as a 
measure of knock resistance according to Equation B-32: 

MN = 1.624*MON – 119.1 Equation B-32 

Because knock (i.e., pre-ignition in an spark-ignited reciprocating engine) and ignition delay are 
likely related, it is possible that MN or MON can be used as an indicator of relative ignition 
times for alkane fuel mixtures. 

B.2.3.2.2 Hydrogen-Containing Fuels 
Significantly less work has been done for hydrogen-containing fuels compared to natural gas-
type fuels. However, similar to the correlations produced for alkanes, some work has been  

7 California Air Resources Board. “Proposed Amendments to the California Alternative Fuels for Motor 
Vehicles Regulations.” Appendix D. 
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done for hydrogen-containing fuels to produce design guides for ignition delay time. For the 
lean mixtures typically considered in the present low-emissions systems addressed by the 
present work, the expression in Equation B-33 from Peschke and Spadaccini (1985) is applicable 
(630–790 K; 12.5–23 atm; equivalence ratios from 0.3 to 0.6). 

𝜏(𝑠) ∙ [𝑂2]0.50[𝐹]0.25 = 1.29 × 10−7 exp (
3985
𝑇

) Equation B-33 

B.2.3.2.3 Diluted Fuels 
It is expected that some impact on ignition delay time may occur for fuels diluted with N2 or 
CO2, as might be found with landfill gas or gas from anaerobic digestion. Experimental results 
in the literature could provide a basis for a correlation. For example, Holton (2008) observed a 
2 percent and 3 percent increase in ignition delay when he added 5 percent and 10 percent CO2 
to CH4, respectively, at atmospheric pressures and inlet temperatures from 1,020 to 1,150 K. 

B.2.3.3 Detailed Chemistry Calculations 
Finally, with the advent of dramatically increased computational horsepower, numerical 
calculations with chemical kinetic software codes are feasible. The CHEMKIN code (Reaction 
Design, San Diego, California) can perform efficient calculations of combustion properties such 
as ignition delay times. General computational time for a calculation is on the order of seconds 
with a standard PC; therefore, large parameter studies can be performed in short periods of 
time. Several research groups have developed mechanisms that describe the chemistry, 
transport, and thermodynamics involved during ignition or any general combustion process. 
These mechanisms can be imported into software like CHEMKIN to perform the calculations. 
Open-source alternatives to CHEMKIN, such as Cantera, are also available and can be used to 
carry out the same calculations. 

Because these comprehensive codes can be like a “black box,” some experience is required to 
run them and get reliable results. Also, some, like CHEMKIN, can be quite expensive. As a 
result, some researchers with experience and access to these kinetics codes have applied them 
“as experiments” to produce simplified design guides that can then be used conveniently (e.g., 
in Excel). 

B.2.3.3.1 Alkane-Type Fuels 
One example of using detailed mechanisms to develop a correlation is provided in Chen et al. 
(2007). In this work, a statistically designed “experiment” was developed and detailed chemical 
kinetic simulations (in this case, Lawrence Livermore National Laboratory’s “C5 Mechanism” 
(Ribacour et al. 2000) and solving for the delay time using CHEMKIN) carried out. Applying 
analysis of variance (ANOVA) to the calculated ignition delay times, a correlation for 
autoignition temperature prediction was obtained for higher hydrocarbons. The correlation is 
shown as Equation B-34. 

B-34 



 

Equation B-34 
Where, 

  - Autoignition Temperature, K 

 - Volumetric fraction of CH4 in natural gas (0.80–1.00) 

  - Volumetric fraction of C2H6 in natural gas (0.00–0.20) 

  - Volumetric fraction of C3H8 in natural gas (0.00–0.20) 

  - Pressure, atm 
  - Equivalence ratio 

 - Effect coefficients 

 

The effect coefficients of Equation B-34 were obtained using ANOVA, which generated a 
response surface to curve-fit the data simulated by the chemical kinetics modeling. These 
coefficients are listed in Equation B-35. 

 

Equation B-35 
Conceptually, Equation B-34 and Equation B-35 can be used to estimate ignition delay times for 
a range of alkane fuel mixtures over a range of conditions. 
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B.2.3.3.2 Diluted Fuels 
Little information is available regarding the role of diluents on the impact on ignition delay 
time of gaseous fuels. However, it is reasonable to apply comprehensive kinetic calculations for 
such cases to understand the effect of diluents on autoignition. 

B.2.3.3.3 Hydrogen/Carbon Monoxide Fuels 
An approach similar to that presented in Section B.2.3.3.1 has also been presented for 
hydrogen/carbon monoxide fuel mixtures (Donato and Petersen 2008). In this work, rather than 
a polynomial expression such as those shown in Equation B-34 and Equation B-35, an 
Arrhenius-type expression (Equation B-36) was used. 

ln�𝜏𝑖𝑔𝑛� =  ln𝐴 + 𝑥ln𝑋𝐻2 + 𝑦ln(𝜑)  +   𝑧ln(𝑃)  +  
𝐸
𝑅𝑇

 Equation B-36 

 Where 

   XH2 is the hydrogen mole fraction 
   𝜑 is the fuel-air equivalence ratio by mass 
   P is the system pressure 
   E, A, x, y, and z are constants 
 

Because of the known “S” shape ignition delay behavior for hydrogen, the concept of a 
transition temperature is introduced in order to create a piecewise expression and to classify 
sets of coefficients for different parts of the ignition delay versus log T curve. 

One of the possible issues with use of calculated ignition times using CHEMKIN or other 
kinetics packages are that they use an underlying assumption of homogeneous ignitions. With 
hydrogen, ignition is not homogeneous at low temperatures and lean conditions. However, in 
flowing mixtures of hydrogen and air, ignition can occur in a “spot-wise” manner which, if 
considered “Autoignition” can lead to ignition delay times that are considerably shorter than 
those predicted. To illustrate this, Figure B-17 presents comparisons of calculated and measured 
delay times for syngas/air mixtures. Of interest is the significant differences between the full 
kinetic estimate of ignition delay time with that from correlations which have been observed in 
other measurements (e.g., Petersen et al. 2007a). This observation has led to considerable effort 
to explain the reasons (e.g., Chaos et al. 2010) and also to illustrate that hydrogen, in particular, 
can develop inhomogeneity in the early ignition time. Hence the influence of hydrodynamic 
effects may be important in these systems. In spite of these discrepancies, both the model and 
correlations suggest that ignition delay times are on the order of tens to hundreds of 
milliseconds (for hydrogen) and hundreds to thousands of milliseconds (for alkanes) at 
conditions relevant to a gas turbine. 
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Source: Petersen et al. 2007a. 

Figure B-17: Calculated and Measured Ignition Delay Times for Hydrogen/Air Mixtures  
 

B.2.3.4 Summary of Autoignition Predictions 
As shown above, despite the apparent simplicity of predicting autoignition, the agreement 
between simple correlations, as well as detailed kinetics modeling and experimental results, 
exhibit strong disagreement. A key factor contributing to this disagreement is the validity of 
assumptions used. For lean premixed combustion systems, generally high-pressure, low-
temperature regimes are of interest. Generally speaking, the data to date do not cover this 
regime. Further, this regime has features which invalidate many of the assumptions required, 
such as homogeneous behavior. As a result, additional data are needed to capture the behavior 
in the range of interest. This has been accomplished as part of this project and is discussed in 
Section 4.1. 

B.2.4 Emissions 
Unburned hydrocarbon (UHC), CO, and NOx emissions are a function of the combustion 
conditions. In many state-of-the-art systems, however, the goal is to achieve very-well-mixed 
fuel/air, and thus the global basis can be a realistic approximation of the local behavior. 

To this end, strategies to predict how fuel composition affects emissions have been developed 
and applied for combustion systems. For gaseous-fueled systems, the primary pollutants of 
interest are oxides of nitrogen, carbon monoxide, and unburned hydrocarbons. These are 
reviewed here. 
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B.2.4.1 Oxides of Nitrogen (NOx) 
Oxides of nitrogen are pollutants emitted from all combustion processes, and are integral to the 
formation of photochemical oxidant, or smog, in metropolitan areas. The oxides of nitrogen, 
combined under the common heading NOx, include nitric oxide (NO) and nitrogen dioxide 
(NO2). In combustion devices, NOx can be produced from atomic nitrogen contained in the fuel 
or from nitrogen present in the oxidizing agent. Fuel-bound nitrogen is normally a concern with 
solid and liquid fuels. In most combustion exhaust samples NO is the main contribution to the 
NOx effluent (Correa 1992). The three primary mechanisms for NO emissions are summarized 
in the following sections. 

B.2.4.1.1 The Zeldovich Mechanism 
The first mechanism is called the Zeldovich, or Thermal mechanism. This mechanism typically 
becomes significant at temperatures above approximately 1,800 K. The Thermal mechanism 
consists of two reactions involving radical combustion species (Equations B-37 and B-38). 

𝑂 + 𝑁2 ↔ 𝑁𝑂 + 𝑁 Equation B-37 

𝑁 + 𝑂2 ↔ 𝑁𝑂 + 𝑂 Equation B-38 

The reaction in Equation B-37 is relatively slow. Its large activation energy of 319,050 kilojoules 
per kilomole (kJ/kmol) leads to the strong temperature dependence characteristic of the 
mechanism (Turns 2012). Once the atomic nitrogen radical is formed, it immediately reacts with 
molecular oxygen to form another NO molecule in the reaction shown in Equation B-38. 
Therefore, two NO molecules are created for each oxygen molecule that is dissociated in the 
high-temperature environment. The mechanism can also be modified to include the reaction 
shown in Equation B-39. 

𝑁 + 𝑂𝐻 ↔ 𝑁𝑂 + 𝐻 Equation B-39 

In which case, it is referred to as the extended Zeldovich mechanism. The kinetics of the Zeldovich 
mechanism often take place over a long residence time. Under traditional conditions the post-
combustion gases remain at temperatures that allow NO to be formed by this route until the 
temperature is decreased by dilution jets or expansion in the turbine. Once formed, NO is said 
to be in a state of frozen equilibrium. After NO is formed in the reaction zone, reverse reactions 
that lead to its destruction are inactive, due to slow reaction rates brought on by the decrease in 
temperature (De Nevers 2000). 

Evidence has shown that NOx produced from this mechanism is proportional to pressure 
(Lefebvre 1983). NOx emissions were seen to increase with pressure at equivalence ratios above 
0.70 for natural gas flames. However, under 0.70, pressure did not have an effect on the NOx 
levels; indicating that only the Thermal mechanism is dependent on pressure. 

To mitigate NOx produced from the Thermal mechanism, lean premixed combustion has 
developed as a suitable strategy. Figure 1 illustrates the effect of reducing the equivalence ratio 
to lower the flame temperature below the active range of NO production. In the case of 
hydrogen, a larger window of operation is available where lower reaction temperatures can be 
maintained before the occurrence of lean blow out (Therkelsen et al. 2009). 
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Improved mixing is also a recognized method for restricting peak reaction temperatures. A 
more completely mixed fuel-air mixture will have fewer rich pockets and thus fewer areas of 
locally high temperatures that will produce high NO levels. Thus enhanced premixing and lean 
burning has recently been the prominent strategy for direct mitigation of NOx emissions formed 
in gas turbine combustors.  

B.2.4.1.2 The Fenimore (“Prompt NOX”) Mechanism 
It has been determined that under some conditions, NO can be found very early in the flame 
region. Forming very early in the combustion process, even before Thermal NOX can form, 
“Prompt NOX” (sometimes called “Fenimore NOX,” after the work performed by Fenimore 
(1970) is believed to be the result of radical concentrations that may significantly exceed 
equilibrium values. It is generally accepted that the mechanism for Prompt NOX is initiated by 
the reaction in Equation B-40: 

N2 + CH ⇒ HCN + N Equation B-40 
The remainder of the Prompt NOX mechanism revolves around the oxidation of the N and HCN 
molecules. In the case of lean-premixed combustion, the path followed by HCN to NO is 
centered on a sequence of steps approximated by HCN  CN  NCO  NO. The oxidation of 
the N-atom is the same one described as being the third reaction in the Zeldovich mechanism 
listed above. 

Currently, interest is increasing with regard to the amount of Prompt NOX produced in 
combustion applications and finding methods to reduce its emissions levels. In the past, Prompt 
NOX played only a relatively small role in the amount of overall NOX produced from a typical 
combustion application, especially when compared to the emissions of Thermal NOX. However, 
as combustion systems have continued to become cleaner, more efficient, and more complex—
typically by focusing on the emissions of Thermal NOX—the overall percentage of NOX 
produced via the Prompt NOX pathway has continued to rise. 

The key reaction step in the formation of Prompt NOX has been found to have activation energy 
in the range of ≈14 to ≈22 kcal/mol; relatively low compared to the ≈76 kcal/mol activation 
energy of the thermal mechanism. As a result, the rate of the Prompt NOX mechanism does not 
fall as quickly with temperature as the thermal rate does, leaving the Prompt NOX mechanism 
to continue to function at temperatures below 1,800 K. However, modeling work conducted 
indicates that the CH radical has a lifetime on the order of 0.1 millisecond (ms) in lean premixed 
combustion. The short lifetime of the CH radical and chemical reactor modeling indicate that 
Prompt NOX is not a major source of NOX in lean premixed combustion, unless the fuel-air ratio 
is greater than about 0.65, or the residence time of the combustion reactor is very short. 

B.2.4.1.3 The N2O Intermediate Mechanism 
The N2O Intermediate mechanism is important in lean premixed combustion. This mechanism 
is summarized by reactions shown in Equation B-41 through Equation B-43. The pressure 
influence on NO formed from this mechanism is seen in Equation B-41 with “M” representing a 
chemically unchanged third body species. As pressure increases, Equation B-41 is driven to the 
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right, forming more intermediate N2O, which then forms NO via Equation B-42 and Equation 
B-43. 

O + 𝑁2 + 𝑀 ↔ 𝑁2𝑂 + 𝑀 Equation B-41 

𝑁2𝑂 + 𝐻 ↔ 𝑁𝑂 + 𝑁𝐻  Equation B-42 

𝑂 + 𝑁2𝑂 ↔ 𝑁𝑂 + 𝑁𝑂 Equation B-43 

B.2.4.1.4 Nitrogen-Nitrogen-Hydrogen (NNH) Pathway 
Bozzelli and Dean (1995) proposed a new chemical pathway of NO production through the 
NNH radical. The mechanism by which NO is formed is shown in Equation B-44 and Equation 
B-45. The NNH radical formed from molecular nitrogen is oxidized in Equation B-45 to form 
NO. According to Konnov et al. (2001), the NNH mechanism is important at all temperatures 
for residence times less than ~1 ms. Moreover, for lean hydrogen flames it was found that the 
contribution of this mechanism was important at temperatures up to ~1,900 K for all 
residence times. 

𝑁2 + 𝐻 ↔ 𝑁𝑁𝐻  Equation B-44 

𝑁𝑁𝐻 + 𝑂 ↔ 𝑁𝑂 + 𝑁𝐻 Equation B-45 

B.2.4.1.5 NO2 Formation Chemistry 
The use of hydrogen and its extensive lean flammability limit leads to the possibility of fairly 
low flame temperatures. Lower flame temperatures favor the production of NO2. Thus NO2 
becomes a major contributor to overall NOx emission for lean hydrogen flames. As such, its 
reaction chemistry is also included. NO2 is formed from NO, as shown in Equation B-46. 
Equation The elementary reactions that are responsible for the destruction of NO2 are fairly 
active at higher temperatures; thus NO becomes the main constituent of NOx at higher flame 
temperatures (Turns 2012). 

𝑁𝑂 + 𝐻𝑂2 ↔ 𝑁𝑂2 + 𝑂𝐻  Equation B-46 

B3.2.4.1.6 NOx Prediction 
NOx predictions using correlations have been done in the past. Examples can be found in 
Lefebvre and Ballal (2010). These generally take the form of a polynominal expression. An 
example that is germane to the current scope (lean premixed systems) is provided in 
Equation B-47 (Lewis 1991). This expression indicates that residence time does not play a 
significant role in NOx emissions, but rather temperature and pressure do. 

𝑁𝑂𝑥 = 3.32 𝑥 10−6  exp(0.008𝑇𝑐) 𝑃0.5  Equation B-47 
Such correlations can provide guidance on how operation conditions affect emissions, however, 
it is evident that no direct connection to fuel composition is evident. Hence such expressions are 
not helpful in assessing the relative emissions behavior as fuel composition varies. 

Related to such correlations are the notional “entitlement” plots, which provide an indication of 
the minimum NOx that can be expected for a given reaction temperature. An example is shown 
in Figure B-18. This plot is helpful in that it can be used to assess the relative emissions 
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performance for a given system at a given reaction temperature. Again, however, it does not 
imply how fuel composition impacts the expected emissions. There are other challenges with 
this approach as well, as discussed further in Section 5.3 

 
Source: Adapted from Leonard and Stegmaier 1994. 

Figure B-18: NOx “Entitlement” Levels for Lean Premixed Natural Gas Combustion  
Some research has suggested that the C/H ratio can be used as an estimate of NOx performance 
for lean premixed systems. An example is given Figure B-19, which shows a strong correlation 
between C/H ratio and NOx for a wide variety of hydrocarbon fuels operated in lean premixed 
combustion systems for a fixed firing rate. Two different residence times are shown, indicated 
by Long and Short SPP. While some scatter is evident, it seems that C/H ratio may be an 
attractive candidate to account for fuel composition variation. 

Because Wobbe Index also scales with C/H ratio, it is not surprising to also find a relationship 
between NOx emission and Wobbe Index. However, as the fuel moves into the high hydrogen 
space, this correlation may not hold. Regardless, correlation of NOx with Wobbe Index or C/H 
ratio appears to hold some promise. Of course, this is likely to not hold for high-hydrogen-
content fuels. 
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Source: Lee 2000.  
T-HSD: Texaco High Sulfur Diesel; K-LN: Kern Light Naptha; SPP: Staged Prevaporizer-Premixer 

Figure B-19: Relation between Fuel C/H Ratio and NOx Emissions for a  
Fixed Firing Temperature of 1,789 K 

Beyond simple one-dimensional correlations shown above, higher-order approaches that can be 
considered include using computational fluid dynamics (CFD) to predict the full combustion 
system, including the pollutant emissions. However, due to the complex interaction between 
chemistry and turbulence in practical systems, the ability to use chemistry mechanisms that are 
large enough to capture subtle fuel composition effects may be limited. 

Alternately, using CFD in conjunction with a chemical reactor network may be another 
approach that allows the sophistication of complex chemistry to be applied but in a one- or two-
dimensional representation of the combustion system. In this approach, CFD is used with 
simple combustion chemistry to elucidate the details of the reaction behavior and location. 
Alternatively, an image of the reaction could be used. This information is used to develop a 
reactor network that can then be used to estimate how fuel composition impacts emissions. 
Figure B-20 illustrates this approach taken for a jet-stirred reactor. 

The extension of this approach in general is an open question. It could be that most 
combustors/burners have a flame stabilization core that can be characterized somehow. In the 
example in Figure B-20 it is the main recirculation loop. In the low-swirl burner, it is the 
primary flame zone. All of these could be reduced first order to a Bragg Cell-type configuration 
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(Bragg 1953), which, with some information on post-flame time temperature history might be a 
first-order approach to NOx interchangeability. This needs to be evaluated. 

 

a) Methane Reaction Rate from CFD 

 

b) Equivalent Reactor Network 

 

Figure B-20: Example of a Combustion System Divided into Several Chemical Reactors 
B.2.4.2 Carbon Monoxide (CO) 
In hydrogen fuel systems, carbon monoxide (CO) is, in principle, not an issue. However in any 
fuel where carbon is present, CO can be emitted. Carbon monoxide in lean premixed systems is 
due to two sources. The primary source is related to the termination of the overall fuel oxidation 
process. For example, methane oxidizes to CO2 and water, but CO is an intermediate species in 
the process. Interestingly, the oxidation of methane to CO is relative fast compared to the 
subsequent oxidation of CO to CO2. As a result, if combustion temperatures fall below 1,500 K, 
the CO to CO2 oxidation step can be cut short, resulting in CO emissions. The second source of 
CO is associated with dissociation of CO2 back into CO in the presence of oxygen. This occurs at 
high temperatures, generally at levels that are high enough to promote NOx emission. Hence, 
the key to minimizing CO emissions is to keep the temperature low enough to minimize NOx 
emission, but at the same time high enough to complete CO oxidation. The other implication is 
that sufficient oxygen is available and sufficient mixing with CO occurs. Finally, since the CO 
oxidation process can be slow, long residence times at these temperatures are needed. 

B.2.4.2.1 CO Prediction 
Examples of CO emission predictions can be found in the literature, but not nearly as widely as 
those for NOx. An example is shown in Equation B-48 (Lefebvre 1983). 

𝐶𝑂 =  86 �̇�𝐴𝑇𝑃𝑍𝑒−0.00345∙ 𝑇𝑝𝑧∙𝑡

�𝑉𝑐−  0.55 
𝑓𝑝𝑧 �̇�𝐴 𝐷𝑜2

𝜌𝑝𝑧 𝜆𝑒𝑓𝑓
��Δ𝑃𝐿𝑃3

�
0.6
𝑃3
1.5

  Equation B-48 

 where 
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   Do  =  drop size (not relevant for gaseous fuels) 
   fpz  = fraction of total burner flow involved in combustion 
   mA = combustor air mass flow 
   TPZ = primary zone temperature 
   ∆PL = liner pressure drop 
   Vc = combustion zone volume 
   ρpz = primary zone density 
   λeff = effective evaporation constant 
   P3 = reaction absolute pressure 
   t = time 

Similar to NOx, CO can also be predicted using a chemical reactor network approach, as 
discussed above. 

B.2.4.3 Unburned Fuel 
When operating on a hydrocarbon fuel, UHCs can be emitted as a result of inefficient 
combustion that precludes the initial oxidation of the fuel into intermediate species such as CO. 
In hydrogen-fueled systems, it is possible for unburned hydrogen to be emitted, but the high 
reactivity of hydrogen helps to prevent this. In lean systems under consideration herein, UHCs 
can be manifested as methane species and non-methane species. Methane itself is an important 
climate change gas, due to its long lifetime. Predicting its emission is similar to that for CO. 
Non-methane hydrocarbon (NMHC) emission is considerably more difficult to predict, as 
complex chemistry is associated with the production and consumption of intermediate NMHC 
species. In lean systems, for example, evidence of aldehyde emissions has been observed. 
Prediction of the conditions and how fuel composition affect this takes considerable effort, and 
little existing work is available that seeks to do this in a simple fashion. 

B.2.4.3.1 UHC Prediction 
Due to the complexities of the NMHC emissions, the chemical reactor network (CRN) method 
may be the only real approach to consider for estimating speciation of UHC. In that case, the 
quality of the chemistry mechanism is the key to achieving correct results. Considerable 
validation would be needed, and generally the measurement of the NMHC is complex in its 
own right. 
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APPENDIX C: 
Alkane Ignition Delay Correlations 
C-1  Correlations for Specific Fuels Tested 
Table C-1 provides empirical correlations for ignition delay time for the specific fuels tested.  
The nomenclatures used in Table C-1 is as follows: 

τ - Ignition delay time (seconds) 

T – Absolute mixture temperature (K) 

R – Universal Gas Constant – 1.987 × 10-3 kcal/mol-K 

P – Absolute pressure (atm) 

E – Activation Energy (kcal/mol) 

exp – e = 2.71828… 

Correlated over range: 800 to 950 K, 7 to 15 atm, Equivalence ratios of 0.6 

Turbulent Flows (Reynolds Number ~30,000) 

Table C-1: Ignition Delay Correlations for Fuels Tested in this Study 
a) 

 

b) Composition c) Ignition Delay Expression 

a)  b) Methane c) 𝜏 = 9.08 × 10−5 · exp �18.425
𝑅𝑇

�𝑃−1.0 

d)  e) Ethane f) 𝜏 = 5.71 × 10−9 · exp �33.540
𝑅𝑇

�𝑃−1.0 

g)  h) Propane i) 𝜏 = 3.29 × 10−8 · exp �29.765
𝑅𝑇

�𝑃−1.0 

j)  k) 90% Methane, 10% Ethane l) 𝜏 = 1.66 × 10−6 · exp �24.865
𝑅𝑇

�𝑃−1.0 

m)  n) 85% Methane, 15% Ethane o) 𝜏 = 1.19 × 10−6 · exp �25.410
𝑅𝑇

�𝑃−1.0 

p)  q) 70% Methane, 30% Ethane r) 𝜏 = 2.41 × 10−8 · exp �31.590
𝑅𝑇

�𝑃−1.0 

s)  t) 95% Methane, 5% Propane u) 𝜏 = 7.41 × 10−6 · exp �21.750
𝑅𝑇

�𝑃−1.0 

v)  w) 90% Methane, 10% Propane x) 𝜏 = 2.30 × 10−7 · exp �27.435
𝑅𝑇

�𝑃−1.0 

y)  z) 70% Methane, 30% Propane aa) 𝜏 = 2.76 × 10−6 · exp �22.330
𝑅𝑇

�𝑃−1.0 

bb) 
 

cc) 70% Methane, 15% Ethane, 15% Propane dd) 𝜏 = 8.05 × 10−8 · exp �28.660
𝑅𝑇

�𝑃−1.0 

ee) 
 

ff) Simulated Natural Gas gg) 𝜏 = 1.15 × 10−8 · exp �33.120
𝑅𝑇𝑚𝑖𝑥

� 𝑃−1.0 

hh) 
 

ii) Irvine Natural Gas jj) 𝜏 = 7.44 × 10−7 · exp �25.750
𝑅𝑇𝑚𝑖𝑥

� 𝑃−1.0 
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C-2  General Correlation for Binary Blends 
Interpolating the expressions developed for the methane/ethane and methane/propane binary 
blends, two general expressions were developed, as seen in Table C-2. These best-fit curves for 
the pre-exponential function, A, and the activation energy, E, based on the fraction of ethane or 
propane in the fuel, can be used to develop an expression for mixtures of methane/alkanes that 
were not specifically studied in this report. The expressions are valid over the range of testing, 
800 to 950 K, 7 to 15 atm, and overall lean equivalence ratios. The expressions can be used for 
mole fraction of ethane or propane from 0 percent to 100 percent (f = 0 to 1). Figure C-1 and 
Figure C-2 show the curves with respect to experimental data. 

τ - Ignition delay time (seconds) 

T – Absolute mixture temperature (K) 

R – Universal Gas Constant – 1.987×10-3 kcal/mol-K 

P – Absolute pressure (atm) 

f – Volumetric fraction of ethane or propane in fuel (from 0 to 1) 

E – Activation energy (kcal/mol) 

exp – e = 2.71828… 

erf – Error function 

Table C-2: Best Fit Values for A and E for Binary Blends of Methane  
with Ethane or Propane 

d) Blend e) Ignition Delay Expression 

kk) General Expression ll) 𝜏 = A · exp � 𝐸
𝑅𝑇
� 𝑃−1.0 

mm)  
nn) Methane/Ethane 

 

𝐸 =  18.4 +  15 ∙ 𝑒𝑟𝑓(4 ∙ 𝑓) 

 

log(𝐴) =  −4.04 + −4 ∙ 𝑒𝑟𝑓(4 ∙ 𝑓) − (𝑓/6) 

oo)  
pp) Methane/Propane 

qq)  
rr) 𝐸 =  18.4 +  3.8 ∙ (𝑓)0.08 + 7.3 ∙ (𝑓)2.5 

ss)  
tt) log(𝐴) =  −4.04 +  −1.55 ∙ (𝑓)0.13 − 1.9 ∙ (𝑓)2.4 

  

 Example: 

Method to find an expression for the ignition delay of a 85/15 (by mole or volume) 
mixture of Methane/Propane: 

Fraction of propane in fuel: f = 0.15 
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𝐸85/15 =  18.4 +  3.8 ∙ (0.15)0.08 + 7.3 ∙ (0.15)2.5 = 21.7
𝑘𝑐𝑎𝑙
𝑚𝑜𝑙

 

log(𝐴) =  −4.04 + −1.55 ∙ (0.15)0.13 − 1.9 ∙ (0.15)2.4 = −5.27 

𝐴85/15 =  10−5.27 = 5.37 × 10−6 

Hence: 

𝜏85/15 = A · exp �
𝐸
𝑅𝑇

�𝑃−1.0 = 5.37 × 10−6 · exp �
21.7
𝑅𝑇

�𝑃−1.0 

 
Figure C-1: Best-Fit Curves for Activation Energy, E, for Methane/Ethane and a Methane/Propane 

Blend Fitted to Experimental Data 

 
Figure C-2: Best-Fit Curves for Logarithm of Pre-Exponential Factor, A, for Methane/Ethane and a 

Methane/Propane Blend Fitted to Experimental Data 
Example Problem: 

Method to find an expression for the ignition delay of a 85/15 (by volume) mixture of methane 
and propane: 
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Fraction of propane in fuel: f = 0.15 

 

 

 

Hence: 

  

To find the ignition delay time of a 85/15 methane/propane mixture at 15 atm and 900 K, plug 
into the expression: 

 

 

( ) ( )
mol
kcalE 7.2115.03.715.08.34.18 5.208.0

15/85 =⋅+⋅+=

( ) ( ) 27.515.09.115.055.104.4)(log 4.213.0
10 −=⋅−⋅−−=A

627.5
15/85 1037.510 −− ×==A

=





⋅×=






⋅= −−− 0.160.1

15/85
7.21exp1037.5exp P

RT
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RT
EAτ

( ) =



















⋅





⋅
×







⋅⋅×=





⋅= −

−

−− 0.1

3

60.1
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APPENDIX D: 
Details and Heat Transfer Analysis of JSR 
Experimental WSR designs have been constructed in many different ways, from a single jet 
impinging on a truncated cone to dozens of jets emerging from the center of a sphere. The basic 
idea is to have mixing occur as fast as possible. While the WSR is known as an experimental 
device, the idealized model is referred to as the perfectly-stirred reactor (PSR). The basic concept 
behind the PSR is that premixed fuel and air flow into a fixed volume at constant pressure and 
are instantaneously mixed with the combustion products. The reaction that occurs achieves a 
steady-state combustion temperature, and the mass flow leaving the reactor maintains this 
reaction temperature, as well as the species concentrations associated with the homogenous 
reactor volume (Glassman 1996). That is, the PSR is uniform in temperature and species 
concentrations. While the WSR attempts to achieve this homogeneity, there are typically two or 
more combustion regimes within the experimental device that are associated with the inlet 
reactant stream. 

Throughout the years, many researchers have built experimental well-stirred reactors in hopes 
of approaching the ideal PSR. Longwell and Weiss (1955) were among the first to build such a 
reactor in which they studied reaction rates of hydrocarbon fuels near blowout. Their design 
incorporated a spherical reactor body with the premixed fuel and air being injected in the center 
of the body through a perforated ball. In the 1970s, Pratt and Malte (1974) studied NOX 
formation in a single-jet-stirred reactor burning premixed CO and air. In the 1990s Zelina and 
Ballal constructed an experimental PSR that is toroidal in geometry in which the premixed 
reactants enter through 32 jets on the outer surface of the toroid (Zelina 1995). In the late 1980s, 
Thornton et al. (1987) developed a single-jet-stirred reactor that employs a cavity in the shape of 
a truncated cone. This WSR geometry is what many University of Washington (UW) researchers 
have been using to study LPM combustion kinetics, from the early 1990s through today. The 
reactor used in this study is of this same geometry and was constructed out of high-purity 
Greencast alumina by Lee (2000). 

To properly model the NOX data and compare it to data obtained from other fuels at various 
equivalence ratios, the true gas temperature must be measured. As mentioned above, the 
thermocouple loses heat mainly due to radiation to the colder reactor wall and also through 
conduction through the wires. To properly correct the temperature read by the thermocouple, 
the temperature of the inside reactor wall must be known with a reasonable degree of certainty. 

Several experimental researchers at UW have reported some degree of heat loss from various 
jet-stirred reactors for both atmospheric (Lee 2000; Steele 1995)and high-pressure (Steele 1995; 
Shuman 2000) JSR experiments. In general, the high-pressure experiments were found to be 
more adiabatic than the atmospheric pressure tests; however, all experiments showed that the 
heat loss is minimized when the mass flow rate through the reactor is increased. A larger mass 
flow rate decreases the overall reactor residence time, as given in Equation D-1, where τ is the 
reactor residence time, ρ is the density of the fluid in within the reactor based on the combustion 
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temperature and pressure, V is the reactor volume, and m  is the total mass flow rate through 
the reactor. 

 
m
ρV=τ


 
Equation D-1 

Because the present study is concerned with the differences between a variety of fuels, the goal 
is to keep variations in residence time to a minimum, to help remove this parameter, since it 
does have a mild effect on emissions (Steele 1995). With the exception of the experiments 
investigating the effect of residence time, the air flow rate is kept constant at 1.08E-3 kg/s for all 
constant temperature experiments (1,800 K) for every fuel tested. For the blowout tests, the air 
flow rate is also set constant at 1.08E-3 kg/s. However, due to differences in blowout 
temperature (e.g., H2 vs. CH4), the residence time is larger due to an inherent increase in density 
when the reactor is colder. 

Past JSR researchers have used an optical pyrometer to measure the reactor wall temperature. In 
the work by Shuman (2000), for a measured thermocouple temperature of 1,813 K, the measure 
wall temperatures ranges from 1,030°C to 1,220°C (1,890°F to 2,230°F). Lee (2000) reports a 
typical measured wall temperature of 1,602 K (Lee 2000). Steele (1995) reports a measured wall 
temperature of 1,563 K for the atmospheric tests conducted. Although all three experimentalists 
measured the wall temperature in order to properly correct their thermocouple measurements, 
none of them attempted to quantify the actual heat loss from the reactor. 

The heat loss in the present reactor is quantified by two methods. In the first procedure, a First 
Law balance is performed on the JSR by taking the difference between the enthalpy of the 
premixed reactants coming into the reactor and that of the hot combustion products leaving the 
reactor, as shown in Equation D-2 and Equation D-3. The estimated heat loss from the first law 
balance is 440.6 W, which is about 20 percent of the incoming energy based on the LHV of the 
fuel. The inputs and outputs of the analysis are shown in Table D-1. 

Table D-1: Inputs and Results from First Law Balance on the Heat Transfer 
Input Parameters Output Parameters qout (W) 

Tpreheat = 571 K 

m  = 4.62e-5 kg/s 

Φ = 0.718 

Tgas = 1,800 K 

yO2 = 0.068 

yCO2 = 0.079 

yCO = 0.00242 

 

440.6 

 

 

 
pfprfrout hhhNhhhNQ )()(=


−+−−+∑  Equation D-2 

 

4

4=
CH

CHout
out M

mQq  
Equation D-3 

where, 
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• outQ  is the heat loss from the reactor (kJ/
4CHkmol ) 

• rN  and pN  are the mole numbers of each species for reactants and products, 

respectively (kmoles) 

• 


fh  is the enthalpy of formation (kJ/kmole) 

• h  is the enthalpy of each species at elevated temperature in kJ/kmole 

• 
outq  is the reactor rate of heat loss (W) 

• 
4CHm  is the mass flow rate of CH4 (kg/s) 

• 
4CHM  is the molecular weight of CH4 (kg/kmole) 

The second approach to quantifying reactor heat loss involves a simple one-dimensional heat 
transfer model. As shown in Figure D-2, heat is transferred to the reactor wall from the gas via 
convection and radiation. The convective heat transfer coefficient is estimated as 200 W/m2-K 
from using the boundary layer theory analysis of flow around a body of revolution, as outlined 
in Kays et al. (2005). The radiation to the reactor wall is quite insignificant, due to the small 
mean beam length (0.017 m) calculated for the JSR. The emissivity of the combustion products is 
determined as 0.009 from the charts in Incropera and DeWitt (2007), and 0.012 from a more 
refined algorithm presented by Modest (1993). For the remainder of this analysis, the gaseous 
radiation to the wall is neglected. The heat convected to the wall is then transferred through the 
reactor wall by conduction. The radiative losses through the exhaust ports and feed jet are 
assumed to be negligible due to the small area that these holes encompass. The conduction 
resistance is modeled as two concentric spheres, as given by Equation D-4. 

 
k

rrRConduction π4
)(1/)(1/= 21 −  

Equation D-4 

where,  

• 
ConductionR  is the conduction resistance (K/W) 

• 1r  and 2r  are the inside and outside radii, respectively (m) 

• k  is the thermal conductivity of the castable alumina (W/m-K) (average k for calculated 
wall temperatures is 2.3 W/m-K)  
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Figure D-1: Diagram Illustrating the Modes of Heat Transfer out of the JSR 

The heat then is transferred to the ambient environment through natural convection and 
radiation. The temperature of the ambient environment is that of the plenum where the reactor 
exhausts. The one-dimensional thermal circuit used in this analysis is shown in Figure D-3. Note 
that the temperature of the gas and that of the ambient environment are measured; whereas, the 
inside and outside wall temperatures are calculated. 

 
Figure D-2: One-Dimensional Thermal Circuit for the JSR 

The total reactor heat loss calculated from this analysis is found to be 422 W, which is 
remarkably close to the heat loss calculated from the first law analysis shown above. A 
summary of the results are shown in Table D-2. 
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Table D-2: Measured and Calculated Temperatures, Thermal Resistances, and Heat Loss from the 
Thermal Model Illustrated by Figure D-1 and Figure D-2 

Measured 
Temperatures 

Calculated 
Temperatures 

Thermal Resistances 
(W/K) 

qout (W) 

Tgas = 1,800 K 

T∞ = 340 K 

Twall,outside = 563 K 

Twall,inside = 1,243 K 

Twall,outside = 577 K 

Rconvection,inside = 1.32 

Rconvection,inside = 1.58 

Rconvection,outside = 0.56 

422 

 

There are a couple of points that should be made about this one-dimensional heat transfer 
analysis. Each one of the thermal resistances is of the same order of magnitude; thus, there is no 
clear mode of heat transfer to focus on improvement. This being said, the reactor is run at the 
current flow rates to promote fast mixing and approach well-stirred condition. Decreasing the 
flow rates through the reactor will certainly increase the convective resistance on the inside wall 
of the reactor; however, this is not advised, since mixing will be compromised. Constructing the 
reactor body out of a material with a lower thermal conductivity will increase the conductive 
resistance of the reactor. Increasing the outside dimensions of the reactor will augment the 
conduction resistance; however, the increase in outside surface area reduces the 
convection/radiation resistance on the outside of the reactor at a quicker rate. It seems that 
constructing the reactor out of a material with a lower thermal conductivity or adding 
insulation to the outside (although this will also increase surface area) is the best method of 
making the reactor operate in a more adiabatic manner. Most of the materials that will tolerate 
these temperatures have a fairly large conductivity. This is why layered designs are often used. 
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Chapter E-1: Introduction 
There is significant interest in developing dry low NOx combustion technologies that can operate with 
synthetic gas (syngas) fuels derived from organic based feedstock [1].  Syngas fuels are typically 
composed primarily of H2 and CO, and may also contain smaller amounts of CH4, N2, CO2, H2O, and 
other higher order hydrocarbons [2, 3]. However, the specific composition depends upon the fuel 
source and processing technique, leading to substantial variability in composition - one of the largest 
barriers towards their usage in lean, premixed combustion systems.   

A variety of operability, emissions, and structural life issues must be addressed in evaluating the 
impact of fuel composition on a gas turbine combustor; e.g., NOx and CO emissions, liner and fuel 
nozzle thermal loading, blow-off and flashback limits, and combustion instabilities. The turbulent 
flame speed is an important parameter through which the fuel composition exerts influences on many 
of these issues, such as thermal loading, blow-off limits, flashback limits, and combustion instability 
[4]. For example, the turbulent flame speed has a direct impact on the flame length and its spatial 
distribution in the combustor. This, in turn, affects the thermal loading distribution on the combustor 
liners, fuel nozzles and other hardware. Furthermore, the flames proclivity to flashback is directly a 
function of how rapidly the flame propagates into the reactants, which is dependent on the turbulent 
flame speed. In addition, the turbulent flame speed has a leading order influence on combustion 
instability limits through its influence upon the flame shape and length [5].  For example, 
measurements from Santavicca [6] have clearly shown how combustion instability boundaries are 
influenced by changes in flame location, due to changes in H2 content of the fuel or mixture 
stoichiometry. 

The laminar flame speed, SL, is a thermo-physical property of a fuel-oxidizer mixture that describes the 
speed at which a laminar flame front propagates into a reactive mixture.  For a given mixture, it is a 
function of pressure, temperature and flame stretch rate [7]. The turbulent flame speed, ST, while 
having an analogous definition for the average propagation speed of a turbulent front, does not 
uniquely depend on the mixture’s thermal and chemical properties.  As with turbulence itself, ST is a 
function of the flow within which the flame resides; i.e., it is a function of laminar flame speed, 
turbulence intensity, turbulence length scales, etc.  Correlations of turbulent flame speed of the form 

, where  denotes the root mean square (RMS) turbulence fluctuation, have been 
obtained from numerous studies [

,0 (T L rmsS S f u′= ⋅ )

at 

]. 

rmsu′
8].   

However, and SL,0 alone do not capture many important characteristics of ST, a point that has been 
made repeatedly in the literature [

rmsu′
8]. Fuel composition is also known to significantly influence the 

turbulent flame speed.  For example, the effect of fuel composition on the turbulent flame speed is well-
documented in the literature [9, 10]. Kido et al. [11, 12] obtained data for mixtures of H2, methane (CH4), 
and propane (C3H8) where, by adjusting the dilution and stoichiometries of the different fuel blends, 
they obtained different mixtures with the same un-stretched laminar flame speed, SL,0. Their data 
clearly show that these mixtures have substantially different turbulent flame speeds, with the high H2 
mixture having an order of magnitude larger ST value than the propane mixture at the same turbulence 
intensity. Similarly, other data sets also exist showing strong sensitivities of ST to fuel composition 
[9, 13-15].  In the same way, other data sets show sensitivities of ST to pressure and fuel/air ratio th
cannot be correlated with the corresponding laminar, un-stretched flame speeds of the mixtures 
[16, 17

Prior studies have shown that the sensitivity of the turbulent flame speed to fuel composition is 
associated with the stretch sensitivity of the reactant mixture, which leads to variations in the local 
consumption speed along the flame front. In particular, the high mass diffusivity of H2 makes syngas 
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mixtures highly stretch sensitive. Stretch effects can be manifested through both non-unity Lewis 
number and preferential diffusion effects [18]. While various modeling approaches have been put forth 
to capture these effects, conceptual models based on leading points concepts appear to be one of the 
most natural approaches for capturing these stretch sensitivities [9, 19-21].  Leading points are loosely 
defined as positively curved points on the flame front that propagate out farthest into the reactant 
mixture. It has been hypothesized that the velocity of these points controls the overall propagation 
velocity of the turbulent flame [9]; i.e., the turbulent flame speed can be written as:  

 ′= +T L rmsLP LP
S S u  (E-1)   

where 
LP

 denotes the ensemble averaged value of the quantity at the flame leading edge.  This 
simplified expression should obviously be interpreted for scaling of local turbulent displacement 
speeds only [22], and not as a quantitative expression for turbulent flames in general.  Thus, the 
ensemble averaged laminar burning velocity of the turbulent flame leading point, L LP

S , turns out to 
be a very significant way in which diffusive and kinetic mixture properties influence the turbulent 
flame speed, and is the focus of the rest of this introduction.   

For negative Markstein length, lM, mixtures, the burning velocity of this positively curved leading point 
is greater than the laminar un-stretched value [18].  Thus, we can write the inequality: 

 < <,0 ,maxL L LLPS S S  (E-2) 

where SL,max is the maximum possible burning velocity of a stretched flamelet.  For example, SL,max is 
indicated in Figure E-5 for a positively stretched, H2/CO stagnation flame. Using this inequality, we 
can write Eq. (E-1) as: 

 
′

≤ +
,max ,max

1 rmsT

L L

uS
S S

LP  (E-3) 

The resulting expression is very similar to the classical Damköhler turbulent flame speed scaling [23], 
except the parameter arising from the analysis is SL,max [22].   Lipatnikov and Chomiak [24] argued that 
the flame leading points were "critically stretched flamelets", which basically suggests that L LPS  
should be scaled with the respective values of the mixture at very high stretch rates; i.e., that 

= ,maxL LLPS S . This expression can be derived rigorously for an isothermal, negative Markstein length 
flame propagating into a quiescent mixture, where it can be shown that the leading edge of the flame 
accelerates until settling at the steady-state value where =, ,L LP LS S max [22]. This result follows from the 
fact that SL,0 is a ‘repelling’ point for thermodiffusively unstable (i.e., lM < 0) flames, since a positively 
curved perturbation on a flat flame grows with increasing curvature and correspondingly increasing 
flame speeds. Moreover, SL,max is a stable ‘attracting’ point for constant density flames with positively 
curved wrinkles. Thus, in this limit, we can replace the inequality in Eq. (E-3) with: 

 
′

= +
,max ,max

1 rmsT

L L

uS
S S

LP  (E-4) 

Note the important caveats in the prior paragraph associated with the applicability of this expression; 
namely, that the flame leading point be quasi-steady, that gas expansion effects are negligible, and that 
the mixture has a negative Markstein length. For example, quasi-steadiness of the leading point implies 
that turbulent eddies must evolve over a time scale that is slow relative to that required for the leading 
points to be attracted to the SL,max point and for the internal chemical kinetic processes to equilibrate to 
the evolving flame stretch rate characteristics. In flames with fluctuating stretch rates the augmentation 
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of the laminar burning velocity by positive stretch decreases and the extinction stretch rate increases 
[25]. Thus, there are two important non-quasi-steady effects which influence this scaling; one related to 
the geometry of the turbulent flame brush and the other related to the internal flame structure.  

In a prior paper, we showed excellent collapse of a range of H2/CO data using SL,max values obtained 
from steady-state, detailed kinetics calculations of a premixed, opposed-flow flame [22]. This report 
further analyzes the scaling relation given by Eq. (E-3) as well as coupled pressure and fuel effects. 
Measuring pressure sensitivities of the turbulent flame speed is a convenient way to probe internal 
flame structure unsteady effects, as characteristic chemical kinetic times, tchem, are generally inversely 
proportional to pressure. There are limited data of this kind in the literature and the results are not well 
understood. Kobayashi et al. [26] reported turbulent consumption speed measurements of φ = 0.9 
CH4/air mixtures and showed that ,T GC LS S ,0 increased with pressure due to decreases in SL,0, but that 
ST,GC itself was independent of pressure. Kitagawa et al. [17] reported similar measurements on 
turbulent flame speeds of H2/air mixtures at pressures from 1-5 atm; i.e., that ,0T LS S was primarily 
sensitive to pressure through influences on SL,0.  However, the influence on ST is unclear. Daniele et al. 
[16] reported ST,GC measurements of H2/CO mixtures for pressures of 1-20 atm at 623 K. They found 
that increased with pressure at each given H2/CO ratio and , /T GC LS S ,0 ,0/rms Lu S′  value.  

In this report, we describe measurements of ST,GC at 5 and 10 atm and compare them to previously 
obtained 1 atm measurements [22]. We show that data can be collapsed quite well using Eq. (E-4) for a 
given pressure, but that significant differences are observed across different pressures. Previously, 
Kobayashi et al. [26] suggested that the rise in ,T GC LS S ,0  with pressure at low ′ ,0rms Lu S in their data 
was due to the amplification of the Darrieus-Landau (D-L) instability. They also suggest that the 
thinning of the flame and decreasing turbulent Gibson scale with pressure allows the flame to interact 
with a large range of turbulent length scales, resulting in finer scale wrinkling and, hence, larger
area. However, the D-L instability probably does not have a dominant influence on the burning 
velocity at high turbulence intensities [

 flame 

 
n 

scales.   

 point 

. 

 

26], where we also show that the pressure effect persists.  
Pressure also has strong impacts on mixture stretch sensitivities, such as Markstein length, lM. 
However, the data presented in this report clearly shows that the mixture stretch sensitivity, as 
parameterized by the steady-state value of lM or SL,max, does not capture the pressure sensitivity of the
ST.  We suggest that this scatter reflects non-quasi-steady effects and show that much of the scatter ca
be collapsed by a two-factor parameterization of ST based on the mixture stretch sensitivity and 
chemical time.  In other words, we suggest that pressure effects on the turbulent burning velocity are 
more a manifestation of its influence on relative values of turbulence and flame time scales than length 

Chapter E-2: Experimental Facility and Flow Field 
Characterization 
E.2.1 Experimental Facility 
The turbulent flame speed is a definition dependent quantity. It can be defined locally at a single
on the flame or globally averaged over the entire flame. In addition, the propagation rate can be 
defined based on a kinematic argument through the velocity at the flame front or a consumption rate
Through the International Workshop on Turbulent Premixed Flames [27], and in recent reviews 
[10, 28], four definitions of the turbulent flame speed have been proposed: local consumption speed, 
ST,LC, global consumption speed, ST,GC, local displacement speed, ST,LD, global displacement speed, ST,GD.    
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This study focuses upon measurements of ST,GC using a turbulent Bunsen flame, an ST,GC measurement 
approach recommended by Gouldin and Cheng [27]. The experimental facility has been detailed 
extensively in our previous work [22, 29], so only a short description is provided here.  A schematic of 
the system is shown in Figure E-1. The burner is a smoothly contoured nozzle with high contraction 
ratio to inhibit boundary layer growth and achieve a top-hat exit velocity profile.  Measurements were 
taken using a 12 mm exit diameter burner. An annular sintered plate is placed around the burner outlet 
to hold a premixed, methane-air pilot flame to stabilize the main flame. The total mass flow rate of the 
pilot does not exceed 5% of the main flow rate to ensure minimal impact of the pilot on the main flame.

Main fuel and pilot flow rates are metered using sonic orifices and the flows are controlled by varyin
the upstream gas pressure using air-loaded pressure regulators. The downstream pressure of the air-
loaded pressure regulators is controlled using ER-3000 pressure controllers. Calibration of the sonic 
orifices was performed using a Ritter drum-meter calibrator with an accuracy of ± 0.2%. The main and
co-flow (

  

g 

 
used to pressurize the vessel and assist in cooling) air flow rates are metered using sub-critical 

orifices by measuring the upstream pressure and temperature and the differential pressure across the 
orifice.  

 
Figure E-1: Schematic of the experimental facility. 
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The burner is placed inside a pressure vessel with four orthogonal quartz windows each providing 
viewing areas of 7” x 2”. The pilot flame is lit using a hydrogen torch that is ignited using a high 
voltage spark.  

The turbulence intensity is varied independently of the mean flow velocity using a remotely operable 
turbulence generator. Further description of the turbulence generator can be found in Marshall et al. 
[29]. 

E.2.2  Flow Field Characterization 
This section presents results illustrating the flow field characteristics over a range of operating 
pressures and preheat temperatures. Data were obtained with a TSI 3-component Laser Doppler 
Velocimetry (LDV) system. The air flow was seeded using 5 µm alumina (Al2O3) particles. The LDV 
transmitter probes were mounted on a computer-controlled, three-axis traverse to enable axial and 
radial scanning across the burner exit along three orthogonal directions. The LDV system is comprised 
of an Innova 90C 2.4 W, 514.5 nm continuous wave argon-ion laser with an FBL-3 multicolor beam 
generator. The multicolor beam generator has a Bragg cell that shifts one beam of each of the three 
pairs by 40 MHz. Two fiber optic transceiver probes were mounted 90º apart and operated in 
backward-scatter mode. The signal from the transceiver probe was connected to a PDM 1000-3 three-
channel photodetector module. The output frequencies were downmixed and sent through a bandpass 
filter before being processed by an FSA 3500-3 signal processor to record three components of velocity 
in non-coincidence mode. The amount of downmixing and the range of the bandpass filter varied 
depending on the channel and the expected measurement velocity range. Approximately 30,000 
realizations, divided roughly equally among the three channels, were used to generate the quoted 
velocity statistics.  Data were taken in two perpendicular radial cuts 3 mm above the nozzle exit to 
verify azimuthal symmetry in the flow. Profile results presented in the report will be shown for a single 
cut, since there was no noticeable difference between the two traverse directions. 

Data were obtained at mean flow velocities from U0 = m Aρ&  = 10-50 m/s, which correspond to 
geometric Reynolds numbers of ReD = U0D/ν = 23,000-206,000 and turbulent Reynolds numbers of Rel = 

l/ν = 220-9,000.  ′rmsu

Figure E-2 presents representative profiles of the mean and fluctuating axial, radial, and azimuthal 
velocities as a function of radial distance from the center of the burner. All velocities have been 
normalized by the mean axial velocity calculated in a region including all points within ±3 mm around 
the center of the burner. Total turbulence intensity is calculated from ′ ′ ′ ′= + +2 2( ) ( ) ( )rms ax rad aziu u u u 2 . The 
solid lines correspond to a chamber pressure of 5 atm, while the dashed lines correspond to 
atmospheric data reported previously [29]. These results show little effect of pressure on the time-
averaged or fluctuating velocity characteristics. The data show a well-defined top-hat axial velocity 
profile and low radial and azimuthal velocities. These profile results are typical for other mean flow 
velocities, pressures, and preheat temperatures.  

Figure E-2 also shows that the turbulent fluctuations in the axial direction are about half of the 
fluctuations in the transverse directions. This is due to vortex stretching through a contraction [30, 31]. 
Our area contraction ratio is 40 for the 12 mm diameter nozzle. The high area contraction ratio 
produces radially uniform velocity profiles as shown, as well as flashback-resistant burners, but also 
necessarily leads to this anisotropy in turbulence intensity at the burner outlet.  
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            (a) (b) 

Figure E-2: (a) Mean axial, radial and azimuthal velocities and (b) RMS of the fluctuating axial, radial, azimuthal, 
and total velocities as a function of radial distance from the center of the burner for U0 = 30 m/s and BR = 69%. 

Dashed and solid lines correspond to pressures of 1 and 5 atm, respectively. 

Figure E-3 summarizes the performance of the turbulence generator over the pressure range of 1-20 
atm by plotting the total centerline turbulence intensity, rmsu′ /U0 as a function of blockage ratio (defined 
as the amount of area blocked by the turbulence generator over the total area). The turbulence intensity 
monotonically increases with blockage ratio and follows the same general trend for all of the tested 
conditions. 

 
Figure E-3: Dependence of the burner centerline total turbulence intensity on blockage ratio. The solid line 

corresponds to the linear fit of the data, and the dashed lines correspond to the 95% confidence level.  

Figure E-3 also presents the linear best fit of the combined data with the associated 95% confidence 
levels that was used in the subsequent measurements to specify the turbulence intensity. Some of the 
scatter in the data is likely due to Reynolds number effects on the turbulence generator performance, 
and some is due to uncertainty in mass flow rate, which is about ±4%. This uncertainty in the 
turbulence intensity translates to a horizontal uncertainty bar for the consumption speed data. In order 
to avoid clutter, these uncertainties are not displayed in the presentation of the consumption speed 
data. 
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E.2.3  Image Analysis 
The image processing methodology has been extensively documented in [22], but is briefly overviewed 
here. Global consumption speeds were calculated using Eq. (5) whose key measurement input is the 
progress variable surface area, cA< > : 

 ρ
=

&
,

R
T GC

R c

mS
A

 (E(5) 

 Digital images of the flame emission were captured with a 16-bit intensified charge-coupled device 
(ICCD) camera.  Line-of-sight images of the flame were obtained over 5 seconds and time-averaged. To 
estimate the time-averaged flame brush location from the line-of-sight images, a three-point Abel 
deconvolution scheme [32] was used. The axial distribution of the centerline intensity was then fit to a 
Gaussian curve, from which the location of the maximum intensity was identified.  This point is 
associated with the most probable location of the flame, and defined as the <c> = 0.5 progress variable 
contour. The estimated uncertainty in identifying this point is 1-2%.  Straight lines are then drawn from 
this point to the two flame anchoring points and rotated about the line of symmetry to generate a cone; 
i.e., the “angle method” [26, 33, 34]. The overall uncertainty in the ST,GC value is estimated to be 3%. 

Chapter E-3: Experimental Conditions and Kinetic 
Calculations 
E.3.1  Experimental Conditions 
Measurements of ST,GC were obtained at 1, 5, and 10 atm as a function of ′ ,0rms Lu S using the 12 mm 
diameter burner. Data were acquired at mean flow velocities from 20-50 m/s and volumetric H2/CO 
ratios from 30/70-90/10, keeping SL,0 and reactant temperature fixed at 34 cm/s and 300 K, 
respectively. SL,0 was kept nominally constant for one data set by adjusting the stoichiometry at each 
H2/CO ratio and pressure. SL,0 estimates were determined using the PREMIX module [35] in 
CHEMKIN with the Davis H2/CO mechanism for H2/CO mixtures [36].  The parameter ranges 
explored in this study along with the symbol type and color scheme are summarized in Table E-
1. Figure E-4 summarizes where the measured data are located on a Borghi-Peters diagram [37].  

Table E-1: Investigated parameter space (cell colors for φ indicate the symbol fill color) 
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Figure E-4: Borghi-Peters diagram showing location of constant SL,0 study data points for the 12 mm burner at 1, 

5 and 10 atm.  

E.3.2  Stretch Sensitivity Calculations 
Stretch sensitivity calculations were performed for the mixtures in Table E-1. Stretch sensitivities were 
calculated using an opposed-flow calculation of two premixed flames with a nozzle separation distance 
of 20 mm using the OPPDIF [38] module in CHEMKIN. An arc length continuation method was used 
to determine the extinction point. From these calculations, various stretched properties of the mixture 
were extracted. In this work the displacement laminar flame speed is considered, determined from the 
minimum velocity upstream of the reaction zone, as suggested by Wu and Law [39]. These calculations 
are performed using detailed kinetics and transport properties which naturally incorporate both non-
unity Lewis number and differential diffusion effects. 

Figure E-5 plots a typical steady-state calculation showing the stretch sensitivity of a 30/70 H2/CO 
mixture whose SL,0 is kept constant at 34 cm/s across the pressures by adjusting the equivalence ratio. 
At least three global parameterizations of the mixtures stretch sensitivity can be deduced from Figure 
E-5 - the Markstein length, lM, the extinction stretch rate, κext, and the maximum stretched laminar flame 
speed, SLmax. Note the different pressure sensitivities of these three quantities. For example, if pressure 
is increased by a factor of 5, the extinction stretch rate and Markstein length increase and decrease by a 
factor of approximately 5, respectively. This can be explained by the thinning of the flame with 
pressure. In fact, these two effects appear to nearly compensate each other with the result that SL,max is 
relatively insensitive to pressure. In fact, SL,max remains almost constant above 5 atm and actually 
decreases beyond 12.5 atm.  Although not shown, lM, SLmax, and κext all increase with H2 content of the 
fuel at a given pressure for the constant SL,0 sweeps.   
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Figure E-5: Pressure effect on mixture stretch sensitivity for 30% H2 mixtures at constant SL,0.   

Chapter E-4: Results and Analysis 
E.4.1  H2/CO Sweeps at Constant SL,0 
This section presents new ST,GC data acquired at 5 and 10 atm, supplementing the 1 atm data previously 
presented in Ref. [22]. The 1 atm data will be shown alongside this new data in following sections.  As 
described earlier, all data were acquired for mixtures where the H2/CO ratio and equivalence ratio 
were simultaneously adjusted to maintain the same SL,0 value of 34 cm/s. Figure E-6 plots ST,GC as a 
function of  normalized by SL,0 for the range of conditions reported in rmsu′ Table E-1.  

 

Figure E-6: ST,GC as a function of  normalized by SL,0 at various mean flow velocities, H2/CO ratios, and 
pressures for the 12 mm diameter burner (See Table E-1 for the legend of mixture conditions, flow velocities and 

pressures). 

′rmsu

Several important observations can be made from Figure E-6 . First, fuel effects are clearly present at 
the elevated pressure conditions, i.e., different H2/CO blends at constant SL,0 and  have different 
turbulent consumption speeds. For example, at 5 atm and 

rmsu′

,0 28rms Lu S′ = , , ,LS 0T GCS increases by about 
50% as the H2 content increases from 30% to 90%. A second important observation is the pressure 
effects. Specifically, ST,GC at 5 atm is approximately double its value at 1 atm, and increases slightly 
further at 10 atm. This increase is quantified in Figure E-7, which plots the ratio of , ,0C LST GS at 5 and 10 
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atm to 1 atm for each mixture and mean flow velocity as a function of turbulence intensity. The figure 
shows that this ratio has values of about 1.8 and 2.2 at 5 and 10 atm, respectively. Note that this is not 
an SL,0 effect, as SL,0 is fixed at 34 cm/s. Furthermore, note that the corresponding low stretch sensitivity 
of these mixtures, as quantified by lM actually decreases with pressure, while the high stretch 
sensitivity, as quantified by SL,max stays relatively constant with pressure.  These points will be 
considered more fully in the next section.  

 
Figure E-7: Ratio of ST,GC at 5 and 10 atm to 1 atm across the range of turbulence intensities investigated. The 10 

atm ratio is circled, while the rest are 5 atm ratios. 

E.4.2  Analysis: SL,max Scaling of Data  
In this section, the data in Figure E-6 and previously reported 1 atm data are correlated using the quasi-
steady scaling law, Eq. (E-4). Similar calculations as shown in Figure E-5 were performed to normalize 
the measured turbulent flame speed data, as shown in Figure E-8. This figure shows that both the 1 and 
5 atm datasets collapse quite well individually, but that there are systematic differences between them.     

 

Figure E-8: ST,GC as a function of  normalized by SL,max at various mean flow velocities, H2/CO ratios and 
pressures using the 12 mm diameter burner (See 

′rmsu
Table E-1 for the legend). 

E.4.3  Analysis: Chemical Time Scaling of Data 
In interpreting the factors leading to both the collapse of some data and scatter in others when scaled 
using Eq. (E-4), it is important to recall the limitations of this expression summarized in Chapter 1. We 
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believe that the scatter shown in these data stems from the fact that SL,max is not a fundamental property 
of the mixture. For example, the burning velocity of highly stretched flames is a function of the manner 
in which the flame is stretched, i.e., by tangential flow straining or curvature [40], as well as the stretch 
profile through the flame (manifested by, for example, variation in quantities such as SL,max or κext with 
opposed-flow nozzle separation distance or velocity profile [41]). Note that our calculations derive 
SL,max from a tangentially strained flame, while the actual flame leading points are both curved and 
strained. We are currently analyzing this further with curved flame computations. In addition, very 
different SL,max values are obtained when using consumption and displacement based burning velocities 
[42]. Finally, SL,max is a frequency dependent quantity [25]; the steady-state values used here are only 
appropriate if the internal structure of the leading point is quasi-steady. We have analyzed several of 
these points, but do not reproduce the different analyses for sake of space. Instead, we focus on the 
non-quasi-steady chemistry point, as analysis indicates that the observed trends are most consistent 
with this effect.  

In unsteady opposed-flow calculations, Im and Chen [25] show that the absolute value of the Markstein 
length and SL,max both decrease as the frequency of the imposed strain rate is increased. This 
dependency can be incorporated into Eq. (E-1) by replacing SL,max with ( )ω,maxLS , which is the 
frequency dependent SL,max. The resulting expression can then be divided by the steady-state SL,max to 
give: 

 

( )ω ′
= +,max

,max ,max ,max

rmsLT

L L L

uSS
S S S

LP  (E-6) 

 The degree of non-quasi-steadiness can be determined using the time scale ratio,τ τ
,maxLS flow , where 

τ
,maxLS is a chemical time scale associated with the highly stretched flamelets and τ flow is a characteristic 

fluid mechanic time scale; i.e., ( )ω →,max ,max 1L LS S  asτ τ →
,max

0
LS flow . The chemical time scale, τ

,maxLS , is 

given by τ δ=
,max ,max ,maxL LS F LS S  where 

  
δ F SL ,max

is the flame thickness at SL,max calculated using 

( ) ( )δ = −
maxF b uT T dT dx . 

The variation in the chemical time scale across H2/CO mixtures and pressures is shown in Figure E-9.  
The point corresponding to 0% H2 is a pure CH4/air.  These data show that pressure exerts the 
strongest influence on the chemical time.  For example, at a fixed H2 content of 30%, there is a factor of 
about 12 reduction in τ

,maxLS  associated with a corresponding pressure increase from 1 to 10 atm.  In 

contrast, τ
,maxLS  increases by about a factor of 3.5 as the H2 content is increased from 30% to 90% at 1 

atm.   
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Figure E-9: Variation in τ
,maxLS  as a function of H2 content for the different mixtures and conditions investigated. 

0% H2 corresponds to the pure CH4 mixture. 

Figure E-10 plots , ,mT GC LS S ax as a function of τ τ
,maxLS flow , where τ = 0flow D U , at fixed turbulence 

intensities, ′ ,maxrms Lu S = 3 and 6.5 for the 12 mm burner data. For reference, the straight lines indicate a 

power law fit to the data given by ( )τ τ
,max, ,max ~

L

b

T GC L S flowS S where b ~ -0.33. 

 

 
Figure E-10: Dependence of , ,mT GC LS S ax upon 

,maxLS flowτ τ at a fixed turbulence intensity, ,maxrms Lu S′ = 3 and 6.5 for 
the 12 mm diameter burner. 

 
Note the clear correlation between turbulent flame speed and time scale ratio across the entire range of 
pressure and fuel composition. Slower chemistry is associated with lower values of the normalized 
turbulent flame speed, possibly since the effective  value of the non-quasi-steady flame is lower 

than its quasi-steady value, as expected from Eq. 

SL,max

(E-6). While the time scale ratios are much less than 
unity (indicating that the chemistry is actually quasi-steady with respect to the large scales), the 
corresponding ratios calculated using Kolmogorov time scales range from 20-95 for the same data. In 
other words, significant non-quasi-steady chemistry effects would be expected for small flow length 
scale-flame interactions.   
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Chapter E-5: Conclusions and Future Work 
This report describes turbulent consumption speed measurements of H2/CO blends at 5 and 10 atm. 
Experiments were conducted for mean flow velocities of 30 and 50 m/s for H2/CO blends ranging 
from 30/70 to 90/10 by volume. It was found that at the same SL,0 when the pressure was increased by 
a factor of 5, the consumption speed increased by almost a factor of 2.  
 
The data were then normalized with SL,max as per the scaling law derived in our earlier work. These data 
show that, at a given pressure, different fuel compositions and equivalence ratio data collapse. 
However, systematically different trends are observed with the 5 and 10 atm data. There is some 
evidence that these systematic differences are more fundamentally due to non-quasi-steady effects, as 
the pressure differences can be reasonably correlated with a computed chemical time scale for the 12 
mm burner. In particular, if these pressure effects are fundamentally due to non-quasi-steady effects, 
then the faster chemistry associated with higher pressure flames suggests that the turbulent flame 
speed should cease to exhibit a pressure sensitivity at pressures where the flame is internally quasi-
steady.   
 
Future work is aimed at extending the ST,GC measurements to mixtures that simulate process and 
refinery gases, landfill and biomass gases, and gasified coal/petcoke. These mixtures are simulated 
using different mixtures of CH4, C3H8, H2, CO and CO2. Measurements of mixtures that contain C3H8 
and CO2 will be performed at atmospheric conditions due to complications associated with 
maintaining these components in the gas phase at high pressures. For the other mixtures, 
measurements of ST,GC will be performed at 5 and possibly 10 atm over a range of turbulence 
intensities.
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F.1 Introduction 
Diffusive transport can be very important within flames especially those with non-unity Lewis 
numbers (ratio of thermal diffusivity to mass diffusivity of a mixture). Therefore, it is important 
to be able to calculate the properties associated with diffusive transport. Currently, Chemkin 
calculates these properties for any flame speed calculations performed, however, their 
extraction is clumsy and time consuming. Efforts were made to write Fortran scripts that 
interfaced directly with the Fortran modules within Chemkin to extract these properties in a 
more time efficient manner. However, this proved difficult. It was then determined that it may 
be easier to implement the transport model in a platform that is well known at the UC Irvine 
Combustion Lab using the literature from which Chemkin developed its methodologies (Dixon-
Lewis 1968) (Kee, Coltrin and Glarborg 2003) (Monchick and Mason November 1961).This 
program can calculate the following:  

1. Thermal Diffusivity 
2. Pure Species Thermal Conductivity   
3. Mixture Thermal Conductivity (multicomponent and mixture averaged) 
4. Thermal Diffusion Coefficients 
5. Binary Diffusion Coefficients 
6. Pure Species Viscosity 
7. Mixture Viscosity 
8. Species Densities 
9. Mixture Density 
10. Species Specific Heat Capacity (constant pressure) 
11. Mixture Specific Heat Capacity (constant pressure) 
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F.2.  Instructions 
This Matlab script calculates the transport properties of various gas mixtures at different 
temperatures and pressure.  The user need only place the input file in the appropriate folder 
(Transport Code) with the appropriate name (INPUT.xls), delete the existing OUTPUT.xls file, 
and run the PROPS.m file.  An example of the INPUT.xls and OUTPUT.xls format is shown in 
Table F-1 and F-2, respectively.  The output properties can be formatted in any way you would 
like, you only need to change the “OUTPUT” section at the bottom of the PROPS.m file.   
 
This program can calculate the following: 
 

1. Thermal Diffusivity 
2. Pure Species Thermal Conductivity   
3. Mixture Thermal Conductivity (multicomponent and mixture averaged) 
4. Thermal Diffusion Coefficients 
5. Binary Diffusion Coefficients 
6. Pure Species Viscosity 
7. Mixture Viscosity 
8. Species Densities 
9. Mixture Density 
10. Species Specific Heat Capacity (constant pressure) 
11. Mixture Specific Heat Capacity (constant pressure) 

 
There are also several other properties not listed here that are calculated in order to calculate the 
above properties. 
 
Comparing results with http://navier.engr.colostate.edu/tools/diffus.html for a sample set 
shows that this code produces workable data.  This can be seen in the verification.xls file.  The 
only issue is that some of the thermal diffusivity values show discrepancies.  For certain gases, 
namely CO and N2, the thermal conductivities are much different than the “accepted” value 
from the website.  Other than that the rest of the data show a percent error less than 5% from 
the website. 
 
Table F-1  INPUT.xls Format 
 A B C D E F G H … 

1 Pressure 
[PA] 

Temp [K] H2 CO CH4 C2H6 O2 N2 … 

2 101325 562.1111  0.1152  0  0  0  0.1858  0.6988  … 

3 101325 555.3889  0.1185  0  0  0  0.1851  0.6962  … 

… … … … … … … … … … 
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Pressure must be in Pascals, temperature in Kelvin.  Under each molecule is the mole fraction 
for that case.  The user can either enter moles of each component or the mole fraction.  
 
This code is built to accept as many mixtures (i.e., rows) as desired.  Be sure to use the full 
chemical symbol exactly as it appears in the transport file from Chemkin.   
 
Table F-2  OUTPUT.xls Format 
 A B C D E F G 

1 

,   

 

 

 

 

  

 

 

 

 

 

 

 

 

 1 

 

 

 

  

 

2 … …  …  …  …  …  … 

 

F.3  Mechanism Transport File 
Each kinetic mechanism includes a file that includes information important for modeling the 
diffusive transport of the various molecules included in the particular mechanism. This file 
typically has the word “tran” or “transport” located somewhere within its name specifying that 
it contains the transport information. The mechanism used in this particular model is from the 
National University of Ireland, Galway, http://c3.nuigalway.ie/mechanisms.html, “Natural 
Gas to/including C5 (2007/08)”. These mechanism files are located within the EXCEL_FILES 
folder. The format of these files were prepared in accordance to the format needed for Chemkin. 
The Chemkin Input Manual (CHEMKIN/CHEMKIN-PRO15101: Input Manual 2010) discusses 
the specifics of this format. This manual is included as the Input.pdf in the PDF folder. The 
formatting of the mechanism transport file will be discussed here. The 
nC5_44_HighTempMech_tran.xls file under the EXCEL_FILES folder contains the molecular 
data necessary for modeling diffusive transport in this format (by column):  
 

1. Molecule symbol (first column) 
2. An index indicating whether the molecule is monatomic, linear or nonlinear.  If the 

index is 0, the molecule is a single atom. ndex is 1 the molecule is linear, and 
if it is 2, the molecule is nonlinear. (second column) 

 If the i

3. The Lennard –Jones otential well dept / _  in Kelvins. (third column)  p

5

h 
4. The Lennard –Jones collision diameter  in angstroms. (fourth column) 

. The dipole momen  in Debye. (fifth colu n) t 
6

m

7
. The polarizability  in cubic angstroms. (sixth column) 
. The rotational relaxation collision number  at 298 K. (seventh column) 
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By knowing the formatting of this file, the transport can be modified or replaced with relative 
ease.  
 
The thermodynamic mechanism file must also be used to model the diffusive transport of the 
molecules.  Galway is again used for this file, nC5_44_HighTempMech_therm.xls.  For specifics 
on the format of the transport library that Chemkin uses reference their Input Manual 
(CHEMKIN/CHEMKIN-PRO15101: Input Manual 2010).  This Matlab code uses an excel file 
made from the mechanism.  Every character of the mechanism corresponds to a separate 
column in the excel file. 
 
If a different mechanism is used a new ‘Period Table.xls’ might need to be created based upon 
the new molecules that might appear in the file.  The Matlab script only cares about the two left 
columns of this file.  The heading must remain the same, and the molecule symbol must be 
exactly as it appears in the mechanism.  The second column is the molecular weight in grams 
per mole.  The first row must have “Molecule” and “Molecular Mass” for the first two indices, 
respectively.   
 

F.4 Collision Integral Tables 
The collision integral tables were copied from Monchick and Mason (Monchick and Mason 
November 1961).  They were placed into an excel file and depend on the reduced dipole 
moment of the collision and the reduced temperature Equations (4) and (5) respectively.  If a 
collision integral is needed a quadratic interpolation is taken on the table. 
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F.5 Theory 
The theory for the calculations comes from a combination of sources.  For the most part all 
equations were taken from Chemically Reacting Flow (Kee, Coltrin and Glarborg 2003).  Dixon-
Lewis (Dixon-Lewis 1968) and CHEMKIN Theory Manual (CHEMKIN Theory Manual 2010) 
were also used in the construction of this program. 
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Reduced Temperature 
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Pure Species Viscosity 
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The collision integral depends on the reduced temperature  and the reduced dipole moment 
of the collision   equations (5) and (6), respectively.   Collision integrals are quadratic 
interpolations of the appropriate table (IV through VIII) from Monchick and Mason (Monchick 
and Mason November 1961). 
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Linear Molecule: 
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The collision integral depends on the reduced temperature  and the reduced dipole moment 
of the collision   equations (5) and (6), respectively.   Collision integrals are quadratic 
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interpolations of the appropriate table (IV through VIII) from Monchick and Mason. (Monchick 
and Mason November 1961) 
 
Species Density 
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Mixture –Averaged Properties 

Mixture Viscosity 
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Mixture Kinematic Viscosity 

   (F-15) 

 
 Mixture –Averaged Thermal Conductivity  

 
1
2

1

∑
  (F-16) 

 

 

 

 

    

   

 

   

         

 
Specific Heat 

  ,

 

 (F-17) 

 ,     

Species specific heat is calculated using the coefficients from the thermo mechanism.   
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Multicomponent Properties 
All equations, unless otherwise noted, were taken fr  Cha ter 12 of hemically Reacting 
Flow(Kee, Coltrin and Glarborg

om p  C
 2003). 
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(*) Equation differs from Kee(Kee, Coltrin and Glarborg 2003) but instead follows Dixon-Lewis(Dixon-
Lewis 1968).  Within Chemically Reacting Flow the units did not seem to work out because there was an 
addition of another R.  In D on-Lewis this wasix

 

 omitted. 
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The total heat capacity  if found using the polyfit described in the CHEMKIN Theory Manual 
(CHEMKIN Theory Manual 2010) where the coefficients are found using the thermo 
mechanism. 
 
The relaxation collision number  depend only on the species j (   .  These are the 

’s described in Equation (8); Equation (9) gives it’s temperature dependence (Kee, Coltrin 
and Glarborg 2003). 
 
Binary Diffusion Coefficients for Internal Energy 

,     

The above equation is an approximation given in Chemically Reacting Flow (Kee, Coltrin and 
Glarborg 2003).  For collisions between two polar molecules there is a correction factor, which is 
also given in Chemically Reacting Flow. 
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CHAPTER G.1: 
Introduction 
G.1.1 Overview 
Lean-premixed (LPM) combustion technology is utilized in state of the art gas turbines to 
provide extremely efficient power generation with low emissions.   Traditionally, natural gas 
has been used almost exclusively in LPM combustion.   While extensive research on natural gas-
fueled LPM combustion has been reported, much less research has been conducted on the use 
of alternatives to natural gas for LPM combustion devices.   In the future, gas turbines will be 
run with a variety of fuel compositions ranging from syngases with high H2 content to landfill 
and digester gas, which are mainly composed of CH4, CO2, and N2.   Alternative fuel blends will 
have a wide range of heating values, flame speeds, and chemical composition.   It is important 
to study the behavior of these fuels under LPM conditions to maximize performance efficiency, 
while minimizing the overall emissions.   In order to use alternative fuels effectively, knowledge 
must be gained pertaining to the expected emissions at comparable combustion temperatures as 
well as the relative resistance to blowout. 

The range of fuel compositions studied in this work is shown below in Table G-1.   It is the goal 
of this research to study fuel blends that will typify the composition of future fuels.   Five fuel 
categories are studied: (1) pure H2, (2) process and refinery gas, including combinations of H2, 
CH4, C2H6, and C3H8, (3) oxygen blown gasified coal/petcoke composed of H2, CO, and CO2, (4) 
landfill and digester gas composed of CH4, CO2, and N2, and (5) liquified natural gas 
(LNG)/shale/associated gases composed mainly of CH4, C2H6, and C3H8.   The baseline fuel for 
which all blends are compared is CH4.   In addition to the blends outlined in Table G-1, it is of 
both academic and general interest to perform parameterized studies within each fuel blend.   
Parameterized studies allow one to track differences that arise from variations in composition.   
As an example, we study mixtures of H2/CH4 that have limited application (e.g., 80/20).   
However, the study of this fuel blend provides useful chemical kinetic information that helps 
generalize the results of other more practical mixtures. 

G.1.2 Report Outline 
In order  to avoid  redundancy, many  aspects  of the  first  report: “Well‐stirred Reactor Test 
Results  and  Interpretation” will not  be included  in the  current one.   Among the 
information found  in  the  prior  report is the  following: 

1. A literature review of recent work from other  researchers  that have studied  LPM 
combustion of various  alternatives to natural gas  is presented in Chapter 1 .  

2. Chapter 2 provides a  general overview  of LPM combustion in  industrial gas turbines, 
and  the  basic  concepts  of NOX formation follows this  discussion. 

3. In Chapter 3, the  details  of the  experimental setup  are presented. 

4. The  zero dimensional chemical  kinetic model  that is used  to  interpret  the 
experimental data is developed  in Chapter 4. 
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5. The major  experimental findings as well as modeled  interpretation of the  data are 
presented in Chapter 5. 

 

Table G-1: Summary of gas composition used in this study 

 

This  report focuses only  on new material and will serve  as  a  supplement to  the information 
presented in  the  previous  report.   This  document is organized  as  follows: 

1. In Chapter G.2, detailed reactor scans are presented for each alternative fuel category 
outlined  in Table  G‐1. 

2. CFD modeling results  including both  simplified global chemistry  as well as modeling 
results from more  detailed chemical mechanisms are  presented in Chapter  3. 

3. Finally,  general conclusions and  future  research  goals are outlined  in Chapter 4. 
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CHAPTER G.2:  
Experimental Flame Structure Measurements 
 
In  the  following chapter, detailed reactor scans  are presented for the  fuel compositions 
outlined  in Table G‐1. 

 

G.2.1 Reactor Scans 
Detailed reactor scans are conducted for  each fuel  category at 2/3 of  the reactor height as 
shown  in Figure G-1.   In  all  cases,  the  plots  include  the  scan  for pure  CH4 as a comparison 
point. 

 
Figure G-1: Sampling locations within the JSR. 

 

Both temperature  and major species concentrations  are measured radially from the  reactor 
centerline  to  the  reactor  wall in order  to gain perspective  on the  structure of the  LPM 
flame for each  fuel blend. 

 

G.2.1.1 Pure H2 
The  temperature and  NOX profiles  for H2 and  CH4 are  shown below  in  Figure G‐2 
and Figure G‐3.   Although  these two fuels have the same temperature within  the 
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recirculation zone, H2 is  far more  reactive along  the  centerline in  comparison to  the  CH4 
and  all other pure alkane fuels.  Despite a significantly higher temperature  on  LPM H2 
combustion is found  to produce  about 35% less NOX in comparison  to CH4 measured  at
nominal  temperature of 1800 K within  the  recirculati

  the 
on zone. 

 

Figure G-2: Temperature profile across the JSR for LPM CH4 and H2 combustion. 

 
Figure G-3: NOX concentration profile across the JSR for LPM CH4 and H2 combustion 
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G.2.1.2 Process and Refinery Blends 
As mentioned  above, process and refinery blends are composed mainly of H2, CH4, and other 
higher  order  hydrocarbons.   Similar  to  the  trend shown above,  the  addition of H2 seems to 
increase reactivity on centerline while decreasing overall NOX emissions.  The  temperature, 
CO, and NOX profiles are shown in Figure G‐4 through Figure G‐6.  The increase  in  reactivity 
is especially  evident  looking at the CO  profiles  in Figure G‐6.  While, the fuel  blends with H2 
and C2H6 addition have CO profiles  that peak on centerline, pure  CH4 combustion actually 
peaks  off of centerline at  a  radial location that is slightly  larger  than the  radius  of the  jet. 

 
Figure G-4: Temperature profile across the JSR for the Process and Refinery Fuel 

It  is interesting to note  the  effect of C2 H6 addition.  Table G‐1 shows that both  the nominal 
process and  refinery blend and alternative blend 2 contain  25% H2.  However, the  nominal 
blend has 15% more C2H6 and  this  is replaced  by CH4 in the  alternative fuel.   While both of 
these blends are more  reactive than pure CH4 on  centerline, the  addition of C2H6 actually 
increases  this  reactivity and  temperature by about 100 K.  In Figure G‐5  the NOX profiles  are 
almost identical within the accuracy of  the measurements with more C2H6.  As mentioned 
above,  this  result  is consistent with  previous  studies showing  that NOX emissions  increase 
with increasing fuel mole  fraction of heavier hydrocarbons [1],  [2],  [3].  
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Figure G-5: NOX concentration profile across the JSR for the Process and Refinery Fuel Blends. 

 
Figure G-6: CO concentration profile across the JSR for the Process and Refinery Fuel Blends. 

G.2.1.3 Gasified Coal/Petcoke (O2 Blown) 
Category  3 is a product of the  gasification process.  As outlined  above,  it  is primarily 
composed of H2 and CO with  small concentrations of CO2 but without any hydrocarbon 
species.  The  temperature, CO,  and NOX profiles are  shown  in Figure G‐7 through Figure 
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G‐9. 

 
Figure G-7: Temperature profile across the JSR for the Gasified Coal/Petcoke blend with pure CH4 and 

H2 shown for reference. 

 
Figure G-8: NOX concentration profile across the JSR for the Gasified Coal/Petcoke blend with pure 

CH4 and H2 shown for reference. 
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Figure G-9: CO concentration profile across the JSR for the Gasified Coal/Petcoke blend with pure 

CH4 shown for reference. 

The  temperature profiles for  the  gasification  blend  and  pure H2 are  almost  identical.  
Since H2 is so highly  reactive it  dominates the  relatively low reactivity of the CO.  Despite  the 
small temperature difference, the gasification blend actually  produces about 2 ppm more 
NOX . 

 

G.2.1.4 Landfill and Digester Gas 
Landfill  and digester gas  is mainly composed  of CH4 and CO2 with varying levels of N2.  The 
profiles for  temperature, CO,  and  NOX are  shown  in Figure G‐10 through Figure G‐12. 

Although the  temperature profiles for each  landfill blend  and  pure CH4 are practically 
indistinguishable, the CO and NOX profiles  are quite different.   Shown  in Figure G‐11,  the 
addition of diluent seems  to  spread out the reaction zone with  the CO concentration 
peaking at  2 mm away from the  centerline  instead  of 1 mm  for CH4 combustion.  This  trend 
makes  sense since the  addition of diluent will slow the  flame speed of the mixture; thus, 
spreading  out  the  turbulent flame brush  region. 
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Figure G-10: Temperature profile across the JSR for the Landfill and Digester Gases with pure CH4 

shown for reference. 

 
Figure G-11: CO concentration profile across the JSR for the Landfill and Digester Gases with pure 

CH4 shown for reference. 
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Figure G-12: NOX concentration profile across the JSR for the Landfill and Digester Gases with pure 

CH4 shown for reference. 

Note that the CO concentration within the recirculation zone  is  larger for  the landfill gases 
than for pure CH4.   Within the  recirculation zone,  the  landfill mixtures that contain CO2 
actually have  a CO  concentration  that is more  than double  that of pure CH4.   As  discussed 
in  Section  5.3.1  in  the previous report, the rise  in CO emissions for landfill gas blends  is 
partially due  to an  increase  in the equivalence ratio required  to maintain temperature (since 
air  flow rate  is kept  constant).  This  effect is relatively unaffected by  the  diluent  since both 
N2 and  CO2 have  approximately  the same  specific heat  within  the  range  of preheat and 
combustion temperatures used  in this  study.  The  larger  increase  in CO emissions for the 
landfill blends containing  CO2 can possibly be attributed to  a competition between  CO2 
and O2 for H‐atom,  which will  lead  to  increased  CO  formation through the reaction CO2 +H 
↔ CO + OH [4].  Since CO2 could be consuming H‐atom, an  important reactant  in  the 
primary chain branching reaction H + O2 ↔ O  + OH,  the presence  of CO2 is  expected to 
result in a smaller  radical  pool.  A smaller  radical  pool, especially a smaller O‐atom radical 
pool, will lead  to  reduced NOX production.  This  is thought to be the main  reason  for the 
lower NOX emissions  for  the  landfill gas blends  diluted with  CO2 as opposed  to N2. 

 

G.2.1.5 LNG, Shale, and Associated Gas 
LNG,  Shale,  and  Associated  Gases  are mainly  composed  of CH4 with  varying  levels of C2 
and  C3 hydrocarbons.   The  profiles for  temperature, CO,  and NOX are  shown in Figure G‐
13 through Figure G‐15. 
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Figure G-13: Temperature profile across the JSR for the LNG, Shale, and Associated Gases with pure 

CH4 shown for reference. 

 
Figure G-14: CO concentration profile across the JSR for the LNG, Shale, and Associated Gases with 

pure CH4 shown for reference 
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Figure G-15: NOX concentration profile across the JSR for the LNG, Shale, and Associated Gases with 

pure CH4 shown for reference. 

Since  each  of  the nominal fuel  blends in  this category are composed mainly of CH4,  the fact 
that the  temperature profiles are similar  is not  surprising.   The addition of C2 H6 promotes 
an increased reactivity on  centerline as  indicated by  the rise  of CO  concentration shown 
in Figure G‐14.  This  added  reactivity is also  thought  to  be the main reason for  the larger 
NOX emissions  produced by  fuels  containing larger amounts of C2H6 as shown  in Figure G‐15. 
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Chapter G.3: 
CFD Modeling 
In  this chapter, the results of both two and  three dimensional CFD simulations are presented 
to  illustrate the  general  flow, temperature, and  species structure within the reactor.   At  this 
time only  the CFD results from  the LPM combustion of CH4 and H2 are  presented.   The 
simulations are  run employing  chemical mechanisms of increasing  levels of sophistication. 

First, the  computational grid,  the  heat transfer, and  turbulence models used  for both the 
two and three dimensional simulations are  presented.   Next, the three dimensional CFD 
results from  LPM CH4 combustion employing a simplified  global mechanism  are  shown.  This 
model  is  then used  to  initialize  both LPM  CH4 and H2 three  dimensional  combustion 
models employing detailed  oxidation  chemistry.  Lastly, the  results  of LPM H2 combustion 
incorporating full NOX chemistry are presented. 

 

G.3.1 Grid, Fluid Dynamics and Heat Transfer Models 
For  both the  two and  three dimensional CFD models a  structured hexagonal  grid  is 
generated encompassing both the solid  and fluid portions of  the JSR.  One  quarter of the 
physical domain  is modeled  in three  dimensions; whereas  the  two dimensional domain  is 
axisymmetric.   The  fluid dynamic and  heat transfer models  are  the  same for both  the  two 
and  three  dimensional models. 

 

G.3.1.1 Grid 
The  three dimensional CFD  simulations are  conducted with  a  structured domain  of about 
1,000,000 cells encompassing  both the  solid and  fluid portion of the  JSR.  We found it 
necessary to model  the solid  portion of  the domain in  order to properly incorporate heat 
transfer from  the reactor.   The grid  and a  blow up  of the reactor region  for the  three‐
dimensional model are  shown  in Figure G‐16. 

 
Figure G-16: Grid used in Three Dimensional CFD simulations. 
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Use of a structured hexagonal domain  is absolutely  necessary  to avoid convergence issues.  
The  refined portion  of the grid is concentrated within  the  combustion  chamber and  has  a 
nominal cell length of 0.158 mm.  Approximately,  71% of the  cells in  the entire domain are 
fluid  cells with the remaining composed  of solid  cells.  The only reason there  are so many 
solid cells is due to the  required growth around  the boundary layer  of the  combustion 
chamber. 

The two dimensional CFD simulations are  conducted with  a  structured  domain of about 
35,000 cells encompassing  both the solid and  fluid portion of the JSR as shown  in Figure G‐
17.  Similar  to  the  three  dimensional  grid,  about 70% of the  domain is made  up  of fluid 
cells; however,  in  the  refined portion of the  combustion chamber the  nominal  cell length  is 
about 0.065 mm. 

 
Figure G-17: Grid used in Two Dimensional CFD simulations. 

 

G.3.1.2 Fluid Dynamics and Heat Transfer Models 
The flow of reactants going  through the nozzle block  is  choked; thus the density within  the 
fluid portion of the  domain  is modeled with  the  ideal gas equation.  Since the  flow within 
the  JSR  is compressible, a velocity or mass flow inlet will not  converge.  Instead, the  inlet  and 
outlet are  set  as pressure  boundaries.   The  correct stagnation properties are set  for both 
boundaries  and  the mass  flow rate  through the  reactor  will adjust.   For  all modeled 
conditions, the mass  flow rate difference between  the model and  experiment is less than 1%. 

Due to  the highly recirculating nature of the  flow within  the  combustion  chamber, model 
convergence was not  attainable for either  the  standard [5]  or  realizable  [ 6 ]  k‐ε models.  
Instead, the Reynolds  stress model [7]  is employed due  to  its  inherent ability to  handle  the 
highly  recirculating nature of the  flow inside  the  JSR. 

A multidimensional heat transfer model  is utilized that accounts for  convection on  both the 
inner  and outer surfaces  of the JSR, conduction throughout  the entire domain, and radiation 
on  both the inner and outer surface  of  the JSR.  The radiation  on  the inner  surface  is �odeled 
using  the Discrete  Ordinates Model  [ 8 ] , while the radiation on  the outer surface  is �odeled 
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as  the actual ceramic  surface with  a temperature dependant emissivity  and  a view factor 
equal  to unity.  The  partial differential  equations  that govern both  flow and  heat  transfer 
within  the  JSR  are  solved using  the ANSYS Fluent software  package  [ 9 ] .  

 

G.3.2 LPM CH4 combustion model with global chemistry 
Both  to aid  in the development of the CRN  from Chapter 4 of the previous  report  and to 
initialize CFD  simulations  incorporating complex chemistry, a simple 3 step global chemistry 
mechanism is used  to model  LPM CH4 combustion [10] .  The simplified chemistry within  the 
reactor is �odeled with  the  finite  rate/eddy‐dissipation model [11].  In  this model,  the 
reaction rate is computed by  both an Arrhenius expression and an expression  that 
incorporates  turbulent effects.  The  turbulent mixing, or eddy‐dissipation reaction rate is 
governed  by  the the large  eddy mixing  time scale: k/ε  , while  the chemical  rate is generally 
governed  by  one  or  two global Arrhenius steps [9].  The  net  reaction rate is computed as  the 
smaller  of the  two rates.  The global chemistry does a reasonably good job of predicting CH4 
and CO oxidation as shown in Figure G‐18 and Figure G‐19.     

 
Figure G-18: Profile of temperature from reactor centerline to wall, measured and predicted by CFD 

for CH4 combustion for exit gas O2 of 6.6% (mole %, dry) 
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Figure G-19: Profile of CO from reactor centerline to wall, measured and predicted by CFD for CH4 

combustion for exit gas O2 of 6.6% (mole %, dry) 

The contours of temperature and CO concentration are shown in Figure G-20.  This figure 
illustrates the two zone combustion behavior of the JSR.  The highly turbulent flame zone is 
anchored around the nozzle, which is outlined by the region of high CO concentration.   

 

 

 
Figure G-20: CO and temperature contours by CFD for JSR fired on CH4 computed by global 

chemistry.   The nominal recirculation zone temperature is 1800 K. 
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This flame  zone  is  then followed by  a  super‐equilibrium post flame recirculation zone, where 
the radicals (indicated by CO  concentration)  are  starting to  relax  and  the  temperature  is 
fairly  uniform.  Although this CFD model does not predict intermediate  radicals  and  NOX , 
the  CO  contours and  flow field can  be used as guidelines  to  develop  a  chemical  reactor 
network (CRN), which  can  incorporate detailed  chemistry.  In addition, this model runs 
quickly enough  that it  is a good way to  initialize the temperature  and flow field  for a 
simulation that incorporates more complex chemistry. 

 

G.3.3 CH4 and H2 combustion model with detailed oxidation chemistry 
This  section  presents the results of CFD simulations with  detailed oxidation chemistry.  The 
same grid is used in these  simulations  as described above.  Detailed chemistry for both H2 
and  CH4 combustion is  incorporated into  this previously  described model.   While  the CH4 
model predicts  temperature pretty well, it does not do as well at  capturing the CO profile.  
The model does, however, provide  a  look into  the  flame structure and  radical 
concentration differences between LPM H2 and  CH4 combustion.  In  the  future these models 
will be  fine tuned to  capture  the CO concentrations for CH4 combustion  as well as NOX 
concentrations for H2 combustion  and  hopefully CH4 combustion.  For  now this  Section will 
provide  insight into  the  flame; however  it  should  be  thought of as a work  in progress. 

The  chemistry within the  reactor is �odeled using  the  eddy‐dissipation‐concept (EDC) 
model [12].  The EDC model  is  an  extension of  the eddy‐dissipation model that can  employ 
detailed chemistry into  turbulent reacting flows [13].  The  chemistry for both  fuels is obtained 
from a truncated version of the GRI 3.0 mechanism [14].  For H2 combustion,  all C and N‐
containing  species are  removed  resulting  in 9 species and 21 reactions.  For  CH4 combustion, 
the  GRI  3.0 mechanism  has  been  systematically reduced  to  capture the major  chemistry 
associated with CH4 oxidation.  The  skeletal mechanism was developed  by  applying the 
Direct  Relational Graph (DRG) method of Lu  and Law [15] to  a  sample  of perfectly stirred 
reactors (PSRs) using GRI  3.0 without NOX chemistry.  The parameter space was chosen to 
include a single pressure of 1 atm, equivalence  ratios from  0.4  to  1.0, preheat up  to  600 K, 
and mean PSR residence  times  from near blowout  to 3 ms [16].  The  resulting mechanism 
contains  14 species and  49 reactions. 

 

G.3.3.1 CH4 Combustion 
The  temperature and CO profiles for CH4 combustion  are shown below in Figure G-21 
and Figure G-22.  Both the extended mechanism developed  by Karalus [16], and the 3  step 
global mechanism developed by Nicol et al.  [10]  are shown for comparison.    As shown 
in Figure G-21, the more detailed CH4 mechanism  appears to  predict the  temperat
recirculation zone  fairly  accurately; however,  it  under predicts the data near the  jet,  and  at 
that point seems to  be  less accurate than the  3‐step mechanism.   

ure in  the 
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Figure G-21: Profile of temperature from reactor centerline to wall, measured and predicted by CFD 

for CH4 combustion (w/o diluents) for exit gas O2 of 6.6% (mole %, dry). 

 
Figure G-22: Profile of CO from reactor centerline to wall, measured and predicted by CFD for CH4 

combustion (w/o diluents) for exit gas O2 of 6.6% (mole %, dry). 

The CO  contour  predicted by  the  49‐step mechanism  seems to  be even  less accurate than 
the  temperature prediction.  Although the  CO peak  is of the  same magnitude as  the data 
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and the 3‐step model,  it is  shifted about 3 mm  away  from  the jet relative to the  other  two.  
In addition, the  computed CO  concentration in  the  recirculation zone is  considerably higher 
than both the data and the concentration  predicted by  the 3‐step mechanism.  The  49‐step 
mechanism  does, however, predict the  concentration on centerline  fairly accurately.   

Previous JSR researchers have  reported that approximately 62% of the  sampled CO oxidizes 
in the probe  for LPM CH4 combustion  at  atmospheric pressure  and  1800 K  in  the 
recirculation zone [17].  For comparison, the CO  profile predicted by  the 49‐step mechanism 
is debited 62% as shown  in Figure G-22.  The  corrected  CO profile correlates quite well with 
the measured data in  the  recirculation zone; however,  the peak is  far too low.  Clearly, this 
correction would not apply where there is  not sufficient OH  radical to push the reaction.    In 
fact, the probe chemistry may  very well produce CO via CH4 oxidation in  the  near  jet  region 
of the  reactor.  The  probe chemistry should be evaluated for a variety  of inlet  conditions 
encountered along  the reactor traverse.   With a  properly formulated probe model,  it  is quite 
possible  that the  CO profile predicted by  the  49‐step mechanism will match the measured 
data. 

Shown by Steele, CO  is primarily  oxidized in the probe  through  reaction with OH‐ radical; 
however,  he does not  investigate any  probe  chemistry on  reactor centerline.  The predicted 
concentrations of CO, OH, and CH4 are shown below in Figure G-23.   

 
Figure G-23: Profiles of CO, OH, and CH4 from reactor centerline to wall, predicted by CFD for CH4 

combustion for exit gas O2 of 6.6% (mole %, dry). 

The OH  concentration does not  rise  significantly  until the  beginning  of the  recirculation 
zone, where  the CO peak has already begun to fall.   At  the same time, the CH4 concentration 
is quickly  falling  as  the probe  traverses away  from  the jet.  It should also be noted  that the 
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CH4 concentration is an order of magnitude larger  than  the CO concentration on centerline.  
Further  investigation of these  phenomena is definitely  a high priority for future  research. 

The  two zone behavior  of the  JSR  is well illustrated by  looking at  the  rate  of CH4 
destruction  as  shown  in  Figure G-24.  The CH4 starts being  consumed at the shear layer  of 
the jet, where  the cold  reactants meet  the hot recirculating products.   The CH4 is not 
completely consumed until it hits the upper wall  stagnation point  and turns the  corner 
toward the  drain holes.  This  is precisely where  the  radical  peak  in concentration  as  shown 
below  in Figure G-25  through Figure G-27.  The near jet region  is shown to be largely 
unreactive, while the  recirculation zone contains  quite high radical concentrations.  These 
radical  concentrations start to  relax as flow moves towards  the drain hole  exhaust.   We 
expect that when  detailed NOX chemistry is  incorporated into  this model,  the  bulk  of the 
NOX production from both the  Zeldovich and N2O pathways will occur within  this  region. 

 
Figure G-24: Contours of CH4 destruction predicted by CFD for CH4 combustion for exit gas O2 of 6.6% 

(mole %, dry). 
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Figure G-25: Contours of OH predicted by CFD for CH4 combustion for exit gas O2 of 6.6% (mole %, 

dry). 

 
Figure G-26: Contours of H predicted by CFD for CH4 combustion for exit gas O2 of 6.6% (mole %, 

dry). 
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Figure G-27: Contours of O predicted by CFD for CH4 combustion for exit gas O2 of 6.6% (mole %, 

dry). 

 

G.3.3.2 H2 Combustion 
Both the measured and predicted temperature profiles for H2 combustion are shown below 
in Figure G-28.  Similar to the CFD results shown above for CH4 combustion, the model does a 
good job of predicting temperature in the recirculation zone; however, it under predicts 
temperature in the near jet region.   There must be some issue with the model that is not 
capturing the oxidation right on centerline.   We suspect that the turbulence/chemistry 
interaction is not �odeled properly within this region.  This is a region of very high 
turbulent kinetic energy, and it is possible that the turbulence/chemistry coupling via the 
Eddy Dissipation Concept may not be accurate under these extreme conditions.   We are 
continuing to work on this issue.   Nevertheless, it is assumed that the model predicts H2 
destruction as well as the radical fields with reasonable qualitative accuracy for purposes of 
comparing the behavior with CH4, and they are shown below in Figure G-29 through Figure 
G-32.  Unlike the CH4 destruction shown in Figure G-24, all of the H2 is consumed before 
the jet meets the upper wall.  Unsurprisingly, the highest concentration of radicals is found 
in and around the jet, near the top of the reactor. 
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Figure G-28: Profile of temperature from reactor centerline to wall, measured and predicted by CFD 

for H2 combustion. 

 
Figure G-29: Contours of H2 destruction predicted by CFD for H2 combustion. 
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Figure G-30: Contours of OH predicted by CFD for H2 combustion. 

 
Figure G-31: Contours of H predicted by CFD for H2 combustion. 
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Figure G-32: Contours of O predicted by CFD for H2 combustion. 

 

G.3.4 H2 Combustion with NOX Formation Chemistry 
In the  following section, results  from both  two and  three dimensional CFD  simulations are 
shown modeling H2 combustion with  full NOX chemistry.  Since the prompt NOX mechanism 
is  absent from H2 combustion, modeling  full NOX chemistry is  feasible in  both the two  and 
three dimensional models.   In  the following CFD results, the GRI 3.0 mechanism [14] is  used 
without any C containing species.   The reduced mechanism with  NOX formation is composed 
of 18 species with  69 reactions.   Note that this mechanism  is barely  larger  than  the  reduced 
CH4 oxidation mechanism  used above. 

Although a  three dimensional solution is  tractable with a  convergence time of about 10 days, 
we decided  to  use  the two dimensional model  since  the convergence time is only  1‐2 days.   
The radial temperature  and NOX predictions are  shown  for both  the  two and  three 
dimensional models are  shown  in Figure G-33 and Figure G-34. 
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Figure G-33: Profile of temperature from reactor centerline to wall, measured and predicted by CFD 

for H2 combustion with NOX formation chemistry in two and three dimensions. 

 
Figure G-34: Profile of NOX concentration from reactor centerline to wall, measured and predicted by 

CFD for H2 combustion with NOX formation chemistry in two and three dimensions. 
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As seen  in  the  above  figures, both the  two and  three dimensional  models predict the  data 
in  the  recirculation zone with  reasonable  accuracy.  There  are  still problems on  centerline, 
which  is most likely  due to the issue with the turbulence‐chemistry interaction in the 
turbulent jet  region that was noted  above.  The  2D model predicts  a slightly higher NOX 
concentration and  temperature in the  recirculation zone than  the 3D model.  The  slightly 
larger NOX prediction is likely due  to  the  larger  temperature prediction.   The difference  in 
temperature  is  thought  to be  due to a  difference  in the manner that heat transfer is handled 
in  the different models.  This  discrepancy will definitely be explored  further in the  future.  
Since the  2D model has a  far faster convergence  time  and  still does a  reasonable job of 
predicting both  temperature and NOX concentration in the  recirculation zone, it  is decided 
to use it  to dig further into the  various  pathways of NOX production in LPM H2 combustion. 

The NO  contribution  from each pathway is determined by  commenting out  the limiting 
reactions  from two pathways and  running  the model again.  For example, to  determine the 
contribution  to NOX production from only  the  Zeldovich pathway, the rate limiting 
reactions for both the NNH  and N2O  pathways are  removed  from the mechanism.   More 
details of this procedure can  be  found  in  the previous report.   The results of  the breaking 
down  the NOX formation mechanism into  the  specific pathway contributions are  shown 
in Figure G-35. 

 
Figure G-35: Profile of NOX concentration from reactor centerline to wall, measured and predicted by 

CFD for H2 combustion with NOX formation chemistry in two dimensions for each NOX pathway. 
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Shown  above, the N2O  pathway is  the the most significant  pathway to NOX formation 
followed by  the Zeldovich and NNH pathways.  The  rate  of NOX production for  the full 
mechanism as well as  the rate of NOX production for each  of the three pathways is shown 
in Figure G-36 through Figure G-39. 

 
Figure G-36: Contours of the rate of NOX production for the full GRI 3.0 mechanism. 

 
Figure G-37: Contours of the rate of NOX production from the Zeldovich pathway only. 
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Figure G-38: Contours of the rate of NOX production from the N2O pathway only. 

 
Figure G-39: Contours of the rate of NOX production from the NNH pathway only. 

Shown in the above Figures, most of the NOX production occurs in and around  the turbulent 
flame brush with  the most  productive portion of the  reactor being  located within  the  shear 
layer  of the  jet  just as  it  enters the  reactor.   NOX production from the Zeldovich pathway is 
the largest in  the shear region,  but extends well  into the high  temperature  region  of  the 
reactor.   Peak production from  the N2O  and NNH pathways is also anchored around the  jet 
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shear  layer.  There  is some production out in  the  recirculation zone for the N2O pathway 
since this  pathway is both  sensitive  to temperature and O radical, which peaks at  the  top 
of the  jet  as shown in Figure G-32.  The NNH pathway has  a weak temperature dependance; 
thus, the  contours of peak NOX production are  found  around the jet where H  radical is  the 
largest.   There is almost  no production due  to  the NNH pathway out  in  the  recirculation 
zone. 
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Chapter G.4: 
Summary and Conclusions 
A high  intensity, single‐jet  stirred reactor, JSR, is used  to  study both pollutant formation  and 
resistance  to blowout  for CH4 and  a variety  of gaseous fuel alternatives to  CH4 as displayed 
in Table G-1.   The JSR is  intended to  act as  an  idealized  lean, premixed combustor.   NOX 
measurements are  taken at a  nominal combustion temperature of 1800 K, atmospheric 
pressure,  and  a reactor  residence  time  of 3 ms.  This ensures  that the  results  focus on the 
effect of fuel chemistry  by removing temperature, residence  time,  and  pressure  as variables. 

 

G.4.1 Reactor Scan Experiments 
At  the nominal temperature  and residence  time, the experimental results show  the following 
trends for flame structure and NOX emissions as a  function  of fuel type: 

1. Pure H2 is  far more  reactive in  comparison to  CH4 and all  other pure alkane fuels.  
This  results  in relatively  flat NOX and  temperature profiles; whereas,  the alkane 
fuels drop  in both  temperature and NOX production on centerline. 

2. For category 2  (the Process and Refinery  blends), H2 addition increases reactivity on 
centerline while decreasing overall NOX emissions.  The increased reactivity is 
especially evident in the CO profiles where the  fuels blended with C2H6 and H2 have 
CO peaks on centerline  and CO  for pure CH4 peaks  slightly off centerline. 

3. For  category 3  (the O2 blown  gasified coal/petcoke),  the temperature profiles for the 
gasification blend and pure H2 are nearly  identical, which is likely due to the high 
reactivity of H2 dominating the  relatively  low reactivity of CO.  Despite a small 
temperature difference, the  addition of CO causes an  increase  in NOX production. 

4. For  category  4 (the  landfill gas),  the  temperature profiles are virtually 
indistinguishable.  However, the  addition of diluent decreases reactivity and  spreads 
out the  reaction zone with  the  CO  concentration peaking  at  2 mm off of centerline 
instead of 1 mm.  Diluent addition increases NOX production in comparison  to pure 
CH4 for reasons  explained  in  the  previous  report. 

5. For  category  5 (the  LNG, shale, and  associated  gases),  the temperature profiles are 
all very similar.  The  increased  reactivity of C2H6 is evident from looking at the  CO 
profiles.  Increased C2H6 addition erases  the  CO  trough characteristic of pure CH4 and 
causes a  large CO peak on centerline which  is indicative  of the hydrocarbon material 
breaking  down earlier  in  the  jet. 
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G.4.2 CFD Modelling 
The results of both two  and three dimensional CFD simulations are presented to illustrate the 
general flow,  temperature,  and species  structure within the reactor.  At  this time only  the 
CFD results from  the LPM combustion of CH4 and H2 are presented.  The simulations are run 
employing  chemical mechanisms of  increasing levels of sophistication. 

A  three dimensional CFD simulation is  run  for LPM  CH4 combustion that uses a global CH4 
oxidation mechanism.  While  this model does not  predict intermediate radicals  and NOX, the 
CO contours  and  flow field can be used as guidelines to develop a chemical reactor network 
(CRN), which can incorporate  detailed  chemistry.  In addition,  this model runs quickly 
enough that it  is a good way to  initialize  the  temperature and  flow field for a simulation that 
incorporates more complex chemistry. 

Three dimensional CFD models are constructed for modelling LPM CH4 and H2 
combustion incorporating detailed oxidation chemistry.   Both models predict temperature 
well within the recirculation zone; however, the models under predict temperature in the 
near jet region.  This is possibly due to an incorrect implementation of the turbulence-
chemistry interaction within the jet region.  Although, there are still bugs to be worked out 
in the simulations, the preliminary results do a good job illustrating the vast difference in 
combustion behavior between the two fuels.  In particular, the geometric location of the 
super-equilibrium radical field is anchored in and around the top of the jet for H2 
combustion; whereas, the radical fields are formed within the recirculation zone for CH4 
combustion. 

The CFD model for CH4 combustion with detailed chemistry does mispredict the measured 
CO within the JSR.  It is hypothesized that there is significant CO oxidation within the 
sample probe for measurements taken within the recirculation zone, and there may be CO 
formation via CH4 oxidation as the probe traverses into the jet.  Both two and three 
dimensional CFD models are utilized to simulate LPM combustion with full NOX chemistry.  
Both models predict the NOX concentration in the recirculation zone with reasonable 
accuracy.  The two dimensional model is used to breakdown NOX formation into each of the 
three pathways.   It is found that the N2O route is the most important followed by 
Zeldovich and the NNH. 
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Chapter H.1:  
Introduction 
Lean-premixed (LPM) combustion technology is utilized in state of the art gas turbines to 
provide extremely efficient power generation with low emissions.  Traditionally, natural gas 
has been used almost exclusively in LPM combustion. While extensive research on natural gas-
fueled LPM combustion has been reported, much less research has been conducted on the use 
of alternatives to natural gas for LPM combustion devices.  In the future, gas turbines will be 
run with a variety of fuel compositions ranging from syngases with high H2 content to landfill 
and digester gas, which are mainly composed of CH4, CO2, and N2.  Alternative fuel blends will 
have a wide range of heating values, flame speeds, and chemical composition. It is important to 
study the behavior of these fuels under LPM conditions to maximize performance efficiency, 
while minimizing the overall emissions. In order to use alternative fuels effectively, knowledge 
must be gained pertaining to the expected emissions at comparable combustion temperatures as 
well as the relative resistance to blowout. 

The range of fuel compositions studied in this work is shown below in Table H-1.  It is the goal 
of this research to study fuel blends that will typify the composition of future fuels.  Five fuel 
categories are studied: (1) pure H2, (2) process and refinery gas, including combinations of H2, 
CH4, C2H6, and C3H8, (3) oxygen blown gasified coal/petcoke composed of H2, CO, and CO2, (4) 
landfill and digester gas composed of CH4, CO2, and N2, and (5) liquefied natural gas 
(LNG)/shale/associated gases composed mainly of CH4, C2H6, and C3H8.  The baseline fuel for 
which all blends are compared is CH4.  In addition to the blends outlined in Table H-1, it is of 
both academic and general interest to perform parameterized studies within each fuel blend.  
Parameterized studies allow one to track differences that arise from variations in composition.  
As an example, we study mixtures of H2/CH4 that have limited application (e.g., 80/20).  
However, the study of this fuel blend provides useful chemical kinetic information that helps 
generalize the results of other more practical mixtures. 

This study focuses on the formation of NOX in LPM combustion devices with an emphasis on 
the effects of varying fuel composition. Additionally, the effects of reactor residence time and 
post-flame combustor temperature are also investigated for a selected set of fuels.  An 
atmospheric pressure jet-stirred reactor (JSR) is the research tool used in this study, and both 
experimental and modeling results are presented for LPM combustion within this combustor.  
In addition to the study of emissions, the effect that fuel composition has on the resistance to 
lean blowout is also investigated. 

An integral part of this study is the use of Computational Fluid Dynamic (CFD) modeling to 
understand how NOx and flame stability are influenced by the use of alternative fuels.  Because 
of the significant computational costs associated with using detailed chemical kinetic 
mechanism in CFD, it is necessary to use reduced (i.e., truncated) mechanisms for fuels that are 
more complex than CO and H2.  This means reduced mechanisms must be developed for CH4, 
C2H6, C3H8, etc.  This report presents the results of the work to find the optimum mechanism 
reduction methodology for these fuels. 
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Table H-1: Summary of gas composition used in this study 

 
 

Chapter H.2:  
Literature Review  
The review by Tomlin et al. (1997) identifies three main mechanism reduction strategies: (1) 
Mechanism Reduction without time-scale analysis, (2) Reduction considering time-scales, and 
(3) Fitted kinetic models. While the terms skeletal, reduced, and global have been used 
interchangeably to describe various simplified mechanisms in the literature, the following 
definitions will be employed when discussing mechanism reduction here.  

1. Skeletal mechanism: from an established full mechanism without time-scale analysis and 
without alteration of the elementary Arrhenius reaction rates in which redundant reactions 
have been removed.  

2. Reduced mechanism: from a skeletal or full mechanism with time-scale analysis, employing 
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the Quasi Steady State Approximation (QSSA) and Partial Equilibrium (PE) Assumption.  

3. Global mechanism: derived using intuition and the ‘fitting’ of parameters for one or more 
reactions to experimental data or detailed kinetic simulations.  

The following provides a brief description of the methods employed for each level of 
mechanism simplification, advantages, disadvantages, and literature references. The final 
section summarizes the findings and offers insights directly related to our current work to assist 
in choosing a simplification method.  

 

H.2.1 Mechanism reduction without time-scale analysis  
If one begins with a comprehensive chemical mechanism, the first level of simplification is to a 
skeletal mechanism. This is accomplished by first determining the parameters of interest, 
(typically heat release, or important species concentration profiles) and second, identifying and 
eliminating redundant species and elementary reactions. There are two basic methods for 
identifying the redundant species: detailed reduction and sensitivity analysis. The detailed 
reduction method, developed by Wang and Frenklach (1997) identifies reactions which do not 
contribute to the accumulation/depletion of the important species by comparing individual 
reaction rates with a reference reaction, typically the rate limiting step or fastest reaction. They 
further proposed that the computations used to obtain the data required for this analysis did 
not need to be performed with a fully coupled fluid-dynamic/chemical- kinetic model, but 
simplified 0-D and 1-D models would suffice. The method is based on the assumption that if a 
skeletal reaction mechanism can accurately describe the time evolution characteristics of both 
thermal and chain reaction processes of a more complex mechanism, then it will describe the 
chemical processes to the same degree of accuracy in reactive flow simulations.  

Nicol (1995) applied the detailed reduction method of Wang and Frenklach, but pointed out 
that the generalization of this method to processes of varying chemical time scales (i.e. the 
inclusion of NOx formation) had not been demonstrated. Nicol modified the method, including 
results from both a 0-D Chemical Reactor Network Model (CRM) and a Laminar One-
Dimensional Model (L1DM) to eliminate redundant species. As reactions were subsequently 
combined, the Arrhenius rate coefficients of the final reactions were modified slightly to 
improve agreement between the skeletal and full mechanism, resulting in more of a quasi-
global rather than true skeletal mechanism.  

In keeping with the idea of the detailed reduction but applying an alternative mathematical 
technique, the redundant species can also be determined by investigating the Jacobian of the 
kinetic system of ODEs. The Jacobian and normed Jacobian will show information about the 
concentration of species in relation to the rate of production of important species. The detailed 
method of Wang and Frenklach requires several simulations of different reduced order models 
each time a species is eliminated, while the alternative mathematical approach requires a single 
simulation of the original model with the Jacobian calculated at several reaction times. While 
the alternative method may be more computationally efficient it cannot be used to investigate 
the effects on other important features such as ignition time (Tomlin et al., 1997).  

Sensitivity analysis is the formal and mathematically rigorous approach to simplifying 
mechanisms. It is used to investigate the output of models as a function of parameters. For 
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example, the local sensitivity coefficients are defined as the partial derivatives of each species 
concentration with respect to the chemical rate constants (the parameters of interest). A rate is 
then perturbed at time t1 and the resulting change in species concentrations studied at time t2 
(Tomlin et al., 1997). The normalized sensitivity coefficients indicate the relative importance of 
each reaction to species concentration (Law et al., 2003). The CHEMKIN-II post-processing 
program KINALC includes SENKIN which provides sensitivity analysis functionality. 
ChemkinPro provides the ability to evaluate first-order sensitivity coefficients of the gas 
temperature, and species fractions.  

 

H.2.2 Mechanism reduction with time-scale analysis  
Further reduction requires two assumptions - quasi-steady state for species, and partial 
equilibrium for reactions - which generally allow some species to be related by algebraic 
equations. There are three basic reduction methods applying these assumptions: Quasi-Steady 
State Approximation (QSSA), Computational Singular Perturbation (CSP), and the slow 
manifold approach (intrinsic low-dimensional manifold, ILDM). All three of these methods rely 
on the idea that there are certain modes in the model equations which work on a faster time-
scale than others, and therefore may be decoupled. Separating the time-scales reduces both the 
size and stiffness of the reaction mechanism.  

The QSSA method is a well established technique, relying on both chemical intuition and 
mathematical analysis for the identification of quasi-steady state species and reactions in partial 
equilibrium. Peters has produced a number of reduced mechanisms for different fuels based on 
this method (Paczko et al., 1986; Peters and Williams, 1987). Reduced mechanisms based on the 
QSSA method are derived from homogeneous systems but applied to spatially distributed 
systems where error propagation can be important. Yannacopoulos et al. (1996) give a 
qualitative description of these possible errors. They find that the error introduced depends 
significantly on the spatial gradients, with larger gradients introducing larger errors. They also 
comment that the error will significantly increase for some nonlinearities and some advection 
velocities. Law et al. point out that these errors, the result of the deterioration or failure of the 
QSS assumption in certain regions of the computational domain (i.e. the low temperature flame 
zone), can lead to convergence problems in CFD simulations (Law et al., 2003).  

While the QSSA method was introduced in the early twentieth century, the CSP and ILDM 
methods have only been in use for the last 20 to 30 years. Unlike QSSA, the latter methods 
establish partial-equilibrium and quasi-steady state relationships without using any chemical 
intuition or expertise, but rather provide complex numerical methods to automate the process. 
The CSP method produces a reduced mechanism of a similar form to that found with the QSSA 
method. Lu and Law point out several flaws in how QSS species are identified empirically in 
the QSSA method and claim that by using CSP to rigorously identify QSS species, some of the 
numerical difficulties discussed above can be abated (Lu and Law, 2008). It should be noted 
however that the reduced mechanism developed with this method also has the fewest number 
of species identified as QSS and therefore should have a wider range of applicability by nature.  

The goal of ILDM is slightly different than CSP. Rather than trying to reduce the stiffness of the 
system of equations by introducing algebraic relations, ILDM reduces the “state space” of the 
system to facilitate the creation of a species concentration look-up table (Maas and Pope, 1992). 
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This couples nicely with the standard ISAT (In situ adaptive tabulation) algorithm for the 
generation of these lookup tables in CFD simulations. A presumed probability density function 
(PDF) approach using the tabulated chemistry is typically combined with RANS modeling of 
the turbulence. Lu and Law (2003) point out that ILDM still relies on the QSS assumption and 
therefore the reduced mechanisms still suffer from the same numerical difficulties described 
above. Recently, extended versions of ILDM have attempted to remedy this problem. The Flame 
Prolongation of ILDM (FPI) (Gicquel et al., 2000) and the Flame-Generated Manifold (FGM) 
(Oijen and De Goey, 2000) method both tabulate chemistry effects for unstrained premixed 
laminar flamelets. While ILDM mechanism reduction can be an automated process, a new 
lookup table must be generated for each fuel mixture under investigation. Table H-2 provides a 
brief summary of some of the various reduced mechanisms identified in the literature. 

 

Table H-2: Sample of reduced mechanisms for CH4/air combustion found in the literature 

Name Species Reactions Reference Full 
Mech 

Reduction 
Method 

15-step 19 (21) 15 (17) Tianfeng and Law 
(2008) 

GRI 3.0 CSP 

10-step 10 (15) 7 (10) Belcadi et al. (2007) GRI 3.0 CSP 

12-step 
ARM 

16 (19) 12 (15) Sung et al. (2001) GRI 3.0 QSSA 

4-step 8 4 Paczko et al. (1986) See paper QSSA 

 

H.2.3 Fitted kinetic models  
Fitted kinetic models have a long history, being used before detailed kinetic models were 
developed. Even the comprehensive GRI 3.0 mechanism in common use today has been 
optimized by fitting the parameters of some reaction steps to bulk experimental data (Tomlin et 
al., 1997). The  fitting strategies used to reduce detailed mechanisms fall into two basic 
categories: Quasi-Global Kinetic Models which tend to include a subset of the original 
mechanism as a base such as the H2 / CO, while fitting one or more fuel oxidation steps; and 
Fitted Global Kinetic Models which fit a set of data to a small global reaction scheme.  

 

H.2.3.1 Quasi-Global Kinetic Models  
Edelman and Fortune (1969) were probably the first to combine global and elementary kinetics. 
The oxidation of the hydrocarbon to CO and H2 was represented by a global reaction while the 
oxidation of CO and H2 was the described by the elementary steps. Tomlin et al. (1997) point 
out that in reality, the hydrocarbon, CO and H2 oxidation will compete for the radicals. The 
oxidation of CO and H2 is over predicted without this coupling.  

Gokulakrishnan et al. (2006) applies this method to develop a quasi-global mechanism to 
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predict the ignition delay time and laminar flame speed measurements of CH4, H2, CH4 / H2, 
CH4 / CO, and CO / H2 mixtures. The oxidation of methane to CH2O and H2 is represented as a 
global rate and then a detailed CH2O / H2 / O2 mechanism is used to include the intermediate 
combustion radicals. The claim is that these radical concentrations are necessary to predict 
ignition and extinction phenomena simultaneously in order to properly account for flame-
holding and stability. The resulting quasi-global mechanism consists of 15 species and 40 
reactions which includes prediction of NO emissions. This mechanism is employed in a 2D 
simulation of a backward-facing step combustor, burning CH4 /air at atmospheric pressure at 
equivalence ratios ranging from 0.5 to 1.5.  

 

H.2.3.2 Fitted Global Kinetic Models  
The fitted global kinetic models rely on first identifying the overall global scheme to be used. 
Hydrocarbon oxidation takes place in several steps. Tomlin et al. identifies them as the 
following:  

 

1. Hydrocarbons decompose to olefins (endothermic)  

2. Oxidation of H2 (exothermic)  

3. Oxidation of olefins to CO (endothermic)  

4. Oxidation of CO to CO2 (exothermic) 

The scheme of Hautman et al. (1981) includes all of these stages:  

 

CnH2n+2  (n/2) C2H4 + H2        (H-1)  

 

C2H4 + O2  2CO +2H2              (H-2)  

 

CO + (1/2) O2  CO2            (H-3)  

 

H2 + (1/2) O2  H2O           (H-4)  

 

Duterque et al. (1981) developed a global mechanism for high temperature propane flames 
based on the above scheme. They concluded that the reverse reactions were needed to account 
for CO and H2 as stable products and to aid in achieving numerical stability, therefore the 
Hautman scheme was extended to eight steps.  

Jones and Lindstedt (1988) developed their global scheme for hydrocarbon combustion by 
looking at a two-reaction zone flame model. In the primary zone, the fuel is converted to CO 
and H2, and in the secondary zone these are oxidized to H2O and CO2.  
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CnH2n+2 + (n/2) O2  n CO +(n + 1) H2       (H-5)  

 

CnH2n+2 + n H2O  n CO +(2n + 1) H2               (H-6)  

 

H2 + (1/2) O2  H2O         (H-7)  

 

CO + H2O  CO2 + H2          (H-8)  

 

The rate of each of these reaction steps is given in Arrhenius form with various powers of 
species concentrations, present or not present in the reaction. Early global reaction rates using 
the above schemes were derived directly from experimental results. The work of Nicol et al. 
(1999). and Novossolov and Malte (2008) aimed to simplify known detailed mechanisms for use 
in CFD applications, fitting the global reaction rates to data from Chemical Reactor Network 
Modeling (CRM) employing the detailed mechanism. This resulted in 5-step and 8-step reaction 
schemes, respectively, with the 8-step accounting for all four NOx formation pathways. Pressure 
dependence is accounted for in the exponents of the species concentrations.  

While all of the global kinetic schemes discussed so far were developed from simple intuition, 
Jiang et al. (1995) used QSSA and partial equilibrium assumptions to first develop a reduced 
mechanism. Then, rather than leaving the rates of the reduced mechanism as algebraic relations 
of the elementary steps, they created new global Arrhenius rates for each reaction, both forward 
and backward, in the following reduced scheme.  

 

CH4 +OH  CO + H2 +H        (H-9)  

 

H2 + M  2 H + M          (H-10)  

 

H + OH  H2O         (H-11)  

 

CO +OH  CO2 +H            (H-12)  

 

The alternative fitted kinetic model for use in a CFD code is known as the ‘response modelling 
technique.’ This combustion chemistry approach was developed at NASA Glenn Research 
Center by Molnar and Marek (2003). It begins by considering that reaction rates are controlled 
by either kinetics or mixing. The mixing time is determined in the turbulence modelling, while 
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the kinetic time is developed as an expression of the ignition delay time as a function of 
equivalence ratio, temperature, and pressure. Lamnaouer et al. (2009) also employ this method, 
and describe the reasoning for using the ignition delays times. To summarize their logic: the 
goal is to model gas turbine combustors - this combustion can be represented by adiabatic, 
constant pressure, well-stirred reactors; these reactors correspond to the post-shock conditions 
of shock heating a fuel/oxidizer mixture at constant enthalpy and constant pressure conditions; 
and finally, modeling the kinetic times based on an isothermal process instead does not affect 
the results appreciably. Although CO and NOx were included in the method development, the 
ability of the model to accurately predict these species is still unclear.  

 

H.2.4 Choosing a method  
The ultimate goal of the mechanism work is to develop simplified mechanism(s) for use in CFD 
simulations of the combustion of various fuel mixtures consisting of methane, ethane, propane, 
CO, CO2, and H2. Ideally there would be one mechanism (although this may not be possible), 
and it would adequately predict CO and NOx emissions. Although there is quite a bit of 
information in the literature on simplifying detailed mechanisms, most of this is directed at 
single hydrocarbon fuels. Very few authors, except for Gokulakrishnan et al. (2006) and 
Slavinskaya et al. (2008) discuss multicomponent fuels. Both of these authors ultimately use 
quasi-global techniques in their work to develop mechanisms that can be employed in CFD 
simulations.  

Choosing a reduction method (or a global scheme) requires defining a reasonable number of 
species for CFD simulations. Law et al. (2003) suggests that 10 to 20 lumped reactions with the 
corresponding number of species could be reasonably incorporated into current 3-D, CFD 
simulations. Skeletal and reduced mechanisms are preferred in the literature because of the 
rigor employed in their development. This range for species count can preclude using skeletal 
mechanisms if the set of operating conditions is large (i.e. temperature, pressure, equivalence 
ratio), and while the species count of reduced mechanisms often fall in this range, there are 
significant numerical convergence issues when implemented in CFD models.  

Table H-3 summarizes the simplification methods and their advantages and disadvantages:  

 

Table H-3: Summary of Simplification Methods 

Reduction Method Advantages Disadvantages 

Without Time-Scale Analysis  

• detailed reduction  

• sensitivity analysis 

• retains elementary reaction 
rates  

• mathematically rigorous  

• automated (KINALC & 
CheminPro)  

• mechanism remains ‘stiff ’  

• mechanism remains large 
(removal of 10 − 15 species) 

With Time-Scale Analysis  • reduce ‘stiffness’ (or 
generate a lookup table)  

• all methods require QSS 
assumption  
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• QSSA  

• CSP  

• ILDM 

• reduce species count to less 
than 20  

• mathematically rigorous  

• automated  

• retains some elementary 
reaction in- formation  

• failure of QSS assumption in 
low temperature zones 
creates numerical problems 
in CFD applications  

• repeat reduction for each 
new fuel mixture  

Fitted Kinetic  

• quasi-global  

• global  fitted  

• significant reduction in 
species count  

• reduced ‘stiffness’  

• possible to develop one for 
multiple fuel mixtures  

• numerical stability in CFD 

• not rigorous  

• basis for establishing global 
reaction scheme? 

 

Our suggestion is to pursue a global or quasi-global simplification. If we choose global, we 
should begin by establishing our global scheme. This should include at a minimum the 
inclusion of an H2 oxidation step in the current global methane scheme. It may also include 
tracking one or more radicals and the oxidation of the other two hydrocarbons if a single 
mechanism/scheme can be developed. Fitting the scheme should begin at atmospheric 
pressure, with just methane as a fuel. Then we investigate and see if we can tune the scheme to 
include CH4 / CO / H2 mixtures, and then attempt to include the other hydrocarbons. When 
one or more atmospheric schemes have been developed we proceed to do the same for elevated 
pressures.  

Since this fitting will be done against an established detailed mechanism we should determine if 
GRI 3.0 is the best option. This would be approached by developing an adequate CRN for the 
Jet Stirred Reactor and running our three mechanism options (USC, San Diego, and GRI 3.0) to 
see how they fit the experimental data. If we are interested in both NOx and CO emissions we 
also need to resolve the possibility of CO oxidation in the probe.  

In summary, three levels of reduction are identified and are described here as global, reduced 
(with time-scale analysis), and skeletal (without time-scale analysis). Previous restrictions on the 
number of species (� 6) in a simulation favored global mechanisms, in which rate parameters 
for several global reactions are fit using results from detailed kinetic simulations (Nichol et al., 
1999; Novosselov and Malte, 2008). As computational resources increased, implementation of 
reduced mechanisms became feasible. In their development, intuition and mathematical 
analysis are used to identify species in quasi-steady state, and reactions in partial equilibrium in 
order to relate some species by algebraic equations. Schemes for methane combustion with 10 to 
19 independent species without NOx (15 to 21 with NOx) have been developed (Sung et al., 
2001; Belcadi et al., 2007; Lu and Law, 2006, 2008). Lu and Law (2008) state however that 
simulations of turbulent combustion can currently incorporate 20-30 species, making it possible 
to reduce only to the skeletal mechanism for which unimportant species and elementary 
reactions are removed from a detailed mechanism. There are numerous methods, reviewed in 
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the articles above, for identifying the unimportant species and reactions. Lu and Law (2005) 
point out that the method of Directed Relation Graph (DRG) has 3 advantages over its 
competitors:  

1. It features the fastest reduction algorithm for large mechanisms.  

2. It can identify all candidate skeletal mechanisms sorted by accuracy in a single run.  

3. It provides the ability to specify an upper error bound on the resulting mechanism.  

It is therefore the chosen method for this study.  

 

Chapter H.3:  
Description of Mechanism Reduction Procedure 
The goal of the present study is to predict emissions of CO and NOx, in addition to describing 
heat release and other major species concentrations in CFD modeling of LPM combustion with a 
mechanism of 30 species or less. The focus is on the industrial atmospheric combustor and high 
pressure gas turbine for CH4/H2/CO2 fuel mixtures. Homogeneous systems provide expedient 
sampling for the development of skeletal mechanisms and it is appropriate to apply skeletal 
mechanisms developed from 0-D modeling to problems with transport provided some pre-
validation is performed. In addition Perfectly Stirred Reactors (PSRs) capture the high 
temperature flame chemistry and kinetic extinction relevant to LPM combustion. While 
including auto-ignition modeling would increase the comprehensiveness of the resulting 
skeletal mechanism, it is not important in predicting emissions from steady, LPM combustion 
and therefore is not included. Thus the parameter space is chosen to include pressures from 1 to 
30 atm, equivalence ratios from 0.4 to 1.0, and mean PSR residence times from slightly greater 
than blowout to 3ms. The preheat temperature is from 300 to 500 K for atmospheric combustion 
and is set for higher pressures as the outlet temperature of the compression process. (This 
assumes compression from 1 atm and 300 K to the pressure of interest with an 85% efficiency.)  

The following describes the method of Directed Relation Graph (DRG) for finding a skeletal 
mechanism and the extended Directed Relation Graph Sensitivity Analysis 17 (DRGASA). The 
application of DRG to develop a skeletal oxidation mechanism for methane is described. This is 
followed by a discussion of the application of DRGASA to develop a skeletal NOx mechanism to 
append to the methane mechanism. Finally the skeletal oxidation and NOx mechanisms are 
validated against the full GRI-3.0 mechanism in both PSR and Laminar Flame Speed 
calculations.  

 

H.3.1 Background of the Method 
The detailed mechanism GRI-3.0 (Smith et al., 2000) has 35 (36 with Ar) species and 219 
reactions describing fuel oxidation and an additional 17 species and 106 reactions describing 
NOx production. It was designed and optimized to describe natural gas combustion and it is 
still in standard use today. The mechanism reduction used here is guided by a database of 
solutions of 0-D, adiabatic, homogeneous reactors (PSRs) in the parameter space of interest. The 
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variables of this space are residence time, preheat temperature, equivalence ratio, and pressure. 
Each is varied independently and the final matrix is found in Appendix A. A PSR is run under 
each set of conditions, for a total of 108 data points, and the results of species concentrations 
and rates of production are saved in text files for post-processing. These detailed chemical 
kinetic simulations are completed using CHEMKIN-PRO, and post-processing and 
implementation of the reduction algorithm is accomplished using SAGE (Stein et al., 2010), a 
Python based, open-source mathematics software package. The Python language is adept at 
string manipulation allowing for the integration of post-processing and reduction.  

Eliminating unimportant species and reactions from the detailed mechanism requires an 
understanding of the pairwise relationship among the species. Graphs, the abstract 
representation of objects (nodes) and their connections (edges), are well suited to this type of 
analysis. More specifically, directed graphs with weighted edges provide the level of detail 
necessary to rigorously remove unimportant species. The method of Directed Relation Graph 
(DRG) developed by Lu and Law (2005), maps species couplings to a directed graph, weights 
these couplings, and removes weak couplings based on a user specified error tolerance. Species 
strongly coupled to the major ones, such as fuel or oxidizer, are then discovered through a 
graph search. The method of DRG by itself does not guarantee the smallest possible skeletal 
mechanism for the desired error tolerance since it retains species if their removal has a non-
negligible effect on any of the other species in the mechanism. It is still possible then to further 
reduce the mechanism by removing species that have only a minor effect on the major species of 
interest or other global parameters. This is accomplished through DRG-aided sensitivity 
analysis (DRGASA), which is similar to traditional sensitivity analysis except that it evaluates 
the error induced by the elimination of species instead of the perturbation of species 
concentration. Details of both the DRG method and its extension, DRGASA, are discussed in the 
following.  

 

H.3.2 Skeletal Reduction with DRG  
A simple, but abstract mechanism can be used to illustrate the concept of skeletal reduction 
with DRG. Assume a reaction mechanism of the form below with fuel and product species A, B, 
C, D, E, F and reaction progress rates of q1 to q5. 

(R1)  A ←→ B,  q1  

(R2)  B ←→ D,  q2  

(R3)  B + D ←→ C,  q3  

(R4)  E ←→ C,  q4  

(R5)  E ←→ F,  q5  

 

An unweighted, directed graph (digraph) showing the coupling of all species can be drawn and 
is shown in Figure H-1, with the nodes corresponding to the species and the edges, connections 
through reactions. The graph illustrates the problem of removing species from a mechanism; 
because of the strong coupling of the species through the many reactions, removal of one 
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species may significantly affect the concentration prediction of another species even if they 
never appear together in any elementary reaction (i.e. removing species D may significantly 
affect the prediction of A although they are not directly connected). A weighted edge is needed 
to quantify the error induced by the removal of a species, so that a new digraph can be drawn in 
which the edge between A and B (for example), is kept if and only if the removal of species B 
would directly induce significant error to the production/destruction of species A.  

Figure H-1: Digraph Example. 

 

The production rate of A, RA, in a mechanism with N reversible reactions can be expressed as 

RA = ν A ,i
i=1,N
∑ qi                (H-13) 
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             (H-16) 

where the subscripts i and j refer to the ith elementary reaction and jth species, νAi is the 
stoichiometric coefficient of A in reaction i, qi is the rate of progress of reaction i, k is the reaction 
rate, and the subscripts f and r refer to forward and reverse rates respectively. Furthermore ν' 
and ν" refer to the stoichiometric coefficients of the reactants and products respectively, C is the 
molar concentration of a species, A, β, and E are the Arrhenius reaction rate parameters and F 
the correction factor for special effects. Finally T is the temperature and Kc is the equilibrium 
constant.  

The production of species j by reaction i is given by ωji 

ω ji = υ jiqi                (H-17) 

To quantify the direct influence of one species on another, a normalized contribution of species 
B to species A is defined as rAB. Influence on both net production and net destruction is 
accounted for by using the absolute value of the contributing terms. Lu and Law (2006) explore 
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two alternate definitions for this normalized contribution but find that the definition given by 
Equation 18 performs correctly for mechanisms involving both Quasi-Steady State (QSS) species 
and Partial Equilibrium (PE) reactions.  

rAB =
ωAiδBi

i=1,N
∑

ωAi
i=1,N
∑

           (H-18) 

δBi = {1 if the ith reaction involves species B, or 0 otherwise}   (H-19) 

With rAB defined to measure the extent of the coupling of A to B as the relative error induced to 
species A by the elimination of B, Figure 1 can be redrawn such that an edge is kept if and only 
if rAB > ε, where ε is a user specified threshold relative error. A possible resulting digraph is 
shown in Figure 2.  

Figure H-2: Digraph example after edge removal. 

 

With the graph formed, species for the starting set are selected. This is typically a single species 
such as the fuel through which the oxidizer and all products of interest are coupled. Note that 
because third body species are not accounted for in the definition of the relative error, any inert 
species of interest should also be included in the starting set to ensure they remain in the 
skeletal mechanism. For each starting species, A, a depth first search (DFS) is applied to the 
digraph to identify the dependent set of A. The union of the dependent sets of species for each 
starting species is then the skeletal mechanism. The elementary reactions kept are all those from 
the detailed mechanism which include only the species from the now defined skeletal 
mechanism.  

With some relative error ε the group E −F is decoupled from the group A−B − C − D. While the 
intra-group coupling of E and F may be strong, the inter-group coupling of E − F and A − B − C 
− D is relatively weak. This sort of behavior accounts for sudden jumps in the number of species 
retained as ε is varied.  
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H.3.3 Further Skeletal Reduction with DRGASA  
Because of the highly non-linear coupling of the species in a reaction mechanism, the error 
caused by the removal of a set of species is not necessarily the sum of the errors caused by the 
removal of each species individually. DRGASA is an iterative procedure that attempts to obtain 
a final skeletal mechanism with the required overall accuracy. To apply DRGASA, the following 
procedure is used:  

1. A DRG analysis is applied to obtain the critical value of ε for each species, and any species 
with a smaller than user-specified level is eliminated as described above.  

2. The sensitivities Ei, defined as the worst-case relative error induced to the parameters of 
interest (i.e. NO concentration) due to the elimination of each species i, are then computed 
for each species with ε greater than the user specified tolerance and still under consideration 
for removal.  

3. The species are sorted by their Ei values in ascending order, and starting with the species 
with the smallest Ei, are eliminated one at a time.  

4. A new reduced mechanism is created with just one of these species eliminated, the models 
re-run, and the sensitivities re-calculated.  

The relative error is defined by Equation 20, where x0 is the species concentration with the 
reduced mechanism and x is the species concentration with the detailed mechanism. The 
sensitivity Ei is the maximum δ in the parameter space.  

δ =
x − x0

x
      (H-20) 

The skeletal mechanism obtained by a DRGASA analysis is considered to be a minimal size, 
such that further elimination of any species would result in larger than acceptable error.  

 

H.3.4 Mechanism Reduction Procedure  
Detailed chemical kinetic simulations are completed using CHEMKIN-PRO with a 0-D, 
adiabatic, homogeneous reactor (PSR) to create a database of solutions in the parameter space of 
interest. The variables of this space are residence time, preheat temperature, equivalence ratio, 
and pressure. Each is varied independently and the final matrix is found in Appendix A. A PSR 
is run under each set of conditions, for a total of 108 data points, and the results of species 
concentrations and rates of production are saved in a text-file for post-processing. GRI-3.0 is 
chosen as the detailed mechanism but fuel oxidation and NOx formation are treated separately 
resulting in the generation of two databases: one using full GRI-3.0 and the other using GRI-3.0 
without the NOx chemistry.  

Post-processing and implementation of the reduction algorithm is accomplished using SAGE 
(Stein et al., 2010), a Python based, open-source mathematics software. The Python language is 
adept at string manipulation, allowing for the integration of post-processing and reduction. The 
reduction algorithm is outlined below:  
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1. A single result file from a PSR calculation is taken and post-processed: a list of species 
(nodes) is extracted and a list of rAB is calculated (weighted edges). This is then repeated for 
all result files in the parameter space, and a master list of weighted edges for each graph 
from each results file is compiled.  

2. A threshold value is chosen.  

3. A graph (results file) is chosen and each of its weighted edges (rAB) is compared to the 
chosen threshold value. If the weighted edge is less than the threshold, it is removed. A new 
digraph is then constructed using the list of species and the new list of weighted edges 
greater than the chosen threshold. A DFS is performed starting with the species of interest 
(either the fuel, CH4), or NO here) which returns a list of species to be saved (the dependent 
set of CH4 or NO).  

4. Step 3 is repeated for each graph, corresponding to each results file, to compile a master list 
of species to be saved.  

5. Steps 3 and 4 are then repeated for each new threshold value chosen such that a new master 
list of species to be saved is compiled.  

The results of the application of this algorithm are described in what follows.  

 

H.3.4.1 Methane Oxidation  
Figure H-3 shows the dependence of the number of species in the skeletal mechanism on the 
value of the threshold ε. It is seen that there exist jumps in the number of species retained. This 
occurs most prominently at ε = 0.025 in which 10 species are removed (mostly C2 species). 
Smaller jumps occur at ε = 0.225 and 0.335 at which 3 and 4 species are removed. These jumps, 
as mentioned above, are due to the elimination of strongly coupled groups of species. Since 
these groups should be kept together, the threshold should be chosen either right before or right 
after one of these jumps. Choosing a threshold slightly larger than the first jump, ε = 0.03 
removes the largest strongly coupled group while retaining species crucial for the description of 
prompt. 
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Figure H-3: Dependence of the number of species in a skeletal mechanism on the threshold value ε for 
DRG. The blue line indicates a chosen threshold value and the red line shows species retained by the 

given skeletal mechanism. 

 

NOx formation. The resulting skeletal mechanism retains 22 species: H2, H, O, OH, H2O, HO2, 
H2O2, O2, CO, HCO, CO2, CH4, CH3, C, CH, CH2OH, CH3OH, CH2(S), CH2, CH3O, CH2O, N2. In 
addition, the skeletal mechanism retains 122 reactions by eliminating all elementary reactions in 
GRI-3.0 with any reactant or product not contained in this set of species. It should also be noted 
that all species and reactions of the H2/CO submechanism are retained.  

Lu and Law (2008) applied the method of DRG to generate a skeletal mechanism with a 
database of both PSR and auto-ignition behavior. Their parameter space included pressures of 
1-30atm, equivalence ratios of 0.5-1.5, and initial temperatures of 1000-1600K for autoignition 
and 300 K for PSR. They chose a threshold of 0.13, resulting in a mechanism with 30 species and 
184 reactions. In addition to the species included in the skeletal mechanism derived in this 
work, their mechanism included C2H2, C2H3, C2H4, C2H5, C2H6, CH2CHO, CH2CO, and HCCO.  

 

H.3.4.2 NOx  
With the skeletal oxidation mechanism defined, the reduction of NOx chemistry can now be 
evaluated. Because of the very small NOx concentrations near blowout the same parameter 
space is used except that the blowout residence times are replaced with residence times 15% 
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larger than blowout (these residence times will be referred to as being “near blowout” in the 
following text). This is then run with full GRI including NOx chemistry. A plot similar to Figure 
H-3 is created using NO as the starting species rather than CH4, but only nitrogen containing 
species are plotted for clarity since the oxidation mechanism will not be altered. We see from 
Figure H-4 that at a threshold of 0.2, nine additional species including NO are retained. The 
resulting mechanism is considered the baseline for NOx reduction for a total of 32 species.  

Figure H-4: DRG applied to GRI with full NOx chemistry. Threshold values are plotted for N 
containing species only for clarity. The blue line indicates a chosen threshold value and the red line 

shows the NOx species retained by the given skeletal mechanism. 

 

In an effort to reduce the mechanism further however, DRGASA is applied with NO chosen as 
the species of interest. Figure 5 shows the relative error of NO concentration as compared to full 
GRI across the full parameter space for the baseline case (32 species) and then the baseline case 
with each of the listed species removed one at a time. Although all baseline case N containing 
species were tested in this way, those listed in the figure were the only ones which induced 
small enough errors to be considered for removal. Also, as the concentration of NO decreased, 
the error significantly increased therefore two lower limits were considered, 5 and 10 ppm. If 
the NO concentration was below the chosen limit the error was not included in determining the 
maximum relative error. In addition, the maximum errors are shown for residence times near 
blowout and 3ms separately.  

The results of Figure 5 indicate that NO2 and HNO are possible candidates for removal. 
Removal of NO2 has a more significant effect on results near blowout than at 3ms. The removal 
of HNO seems to have an equal effect on results at both blowout and 3ms. In addition there is 
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very little change in the maximum relative errors of the baseline case and that with NO2 
removed, therefore NO2 is the only species chosen for removal. The fact that NO2 was a 
candidate for removal at all may come as a surprise considering the results of Figure 5 which 
show removal of NO2 to be possible only under the largest threshold value when DRG alone is 
applied. NO2 can often be assumed to be a quasi-steady state species as most reactions 
involving NO2 are simply shuffling NO to NO2 and vice versa. This is an excellent illustration of 
the fact that the application of DRG alone does not necessarily result in the smallest skeletal 
mechanism possible. It also indicates that, contrary to the suggestion in Zheng et al. (2007) to 
only choose a range of thresholds (i.e. 0.2 to 0.4) over which to apply DRGASA, further 
reduction is still possible by looking at species with minimum removal thresholds as large as 
0.95. Finally it should be noted that NO2 is a candidate for removal because we are unconcerned 
with the distinction between NO and NO2 in predicting NOx emissions and assume NO is an 
acceptable surrogate for both NOx species.  

The final skeletal oxidation mechanism with skeletal NO chemistry has 30 species, the N 
containing species being N2O, NCO, HCN, NH, HNO, NNH, N, NO, N2. This ensures that a 
truncated version of each NO formation pathway is still present: NCO and HCN for the prompt 
route, NH and NNH for the NNH route, N2O for the nitrous oxide route, and N for Zeldovich.  
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Figure H-5: Relative error of NO concentration (compared to full GRI) when each of the listed species 
is removed individually from the baseline skeletal mechanism, which was developed using only 

DRG. 

(a) NO > 5ppm 

 
(b) NO> 10ppm 

 

H-21 



 

H.3.4.3 Validation  
To verify the applicability of the skeletal mechanism with NO chemistry, prediction of the 
blowout residence time, and NO concentrations in a PSR and are compared against that 
predicted with full GRI-3.0. This is done for the full parameter space over which DRG was 
originally applied (although only to near blowout residence times for NO concentrations and 
only for concentrations greater than 5ppm). In addition, laminar flame speeds calculated using 
the two mechanisms are compared to ensure the skeletal mechanism can be extended to multi-
dimensional models. Agreement between the full and skeletal mechanisms is quantified using 
the relative error given by Equation 20 above. The color scheme used to indicate the chosen 
pressure is the same among the following figures in this chapter with the dashed blue line 
indicating an inlet temperature of 500K and the solid blue line an inlet temperature of 300K.  

Figure 6 illustrates the ability of the skeletal oxidation mechanism to capture extinction. The 
two sets of calculations for atmospheric pressure lie on top of each other at less than 5% error, 
and the calculations at higher pressures all tend to agree as well trending to larger errors as 
equivalence ratio decreases. This is hypothesized to be due to the increased importance of the 
C2 pathways at extending stability at lower equivalence ratios and higher pressures. As a result 
the skeletal mechanism tends to under predict the blowout residence time. Figures 7 and 8 
shows the increasing relative error in the prediction of NO concentrations as pressure increases, 
however errors are still reasonable, being consistently below 10%. It should be noted that the 
skeletal mechanism tends to over predict NO concentrations as compared to GRI. Finally Figure 
9 shows the applicability of the skeletal mechanism to multidimensional models. The skeletal 
mechanism tends to overpredict the laminar flame speed and errors increase with lower 
equivalence ratios and higher pressures.  

Figure H-6: Relative error in the prediction of residence time near blowout, detailed vs. skeletal 
mechanism. 
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Figure H-7: Validation of NO prediction by the skeletal mechanism in a PSR near blowout, for all 
pressures in the parameter space, through plots of both magnitude and relative error. 

 

(a) NO concentration near blowout, detailed mechanism 

 

(b) Relative error in prediction of NO near blowout by skeletal mechanism 
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Figure H-8: Validation of NO prediction by the skeletal mechanism in a PSR at a residence time of 
3ms, for all pressures in the parameter space, through plots of both magnitude and relative error. 

 

(a) NO concentration at 3ms, detailed mechanism 

 

(b) Relative error in prediction of NO at 3ms by skeletal mechanism 
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Figure H-9: Validation of laminar flame speed calculations with the skeletal mechanism through plots 
of both magnitude and relative error. 

 

(a) Prediction of laminar flame speed (skeletal (points) versus detailed (lines) 

 

(b) Relative error in the prediction of laminar flame speed 
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Chapter H.4:  
Conclusions  
The overall goal of this work is the development of a methodology that allows an estimation of 
the impact of the substitution of alternative fuels on flame stability and NOx emissions of lean, 
premixed combustors.  An important component in the methodology development is the use of 
computational fluid dynamic (CFD) modeling, including coupled combustion chemistry.  The 
use of detailed chemical kinetic mechanisms in these calculations is not presently feasible, 
except for the most simple fuels. The principal options for developing these reduced 
mechanisms include: 

1. Skeletal mechanisms: from an established full mechanism without time-scale analysis and 
without alteration of the elementary Arrhenius reaction rates in which redundant reactions 
have been removed.  

2. Reduced mechanisms: from a skeletal or full mechanism with time-scale analysis, employing 
the Quasi Steady State Approximation (QSSA) and Partial Equilibrium (PE) Assumption.  

3. Global mechanisms: derived using intuition and the ‘fitting’ of parameters for one or more 
reactions to experimental data or detailed kinetic simulations.  

Following a detailed review of the literature, the specific method chosen for the present work is 
the method of Directed Relation Graph (DRG), a skeletal mechanism method.  This has three 
principal advantages over its competitors:  

1. It features the fastest reduction algorithm for large mechanisms.  

2. It can identify all candidate skeletal mechanisms sorted by accuracy in a single run.  

3. It provides the ability to specify an upper error bound on the resulting mechanism.  

The method was exercised to develop a reduced mechanism for CH4 combustion, including 
NOx formation, that includes 30 species.  This mechanism was compared with a detailed 
mechanism for a series of flame calculations focusing on blowout, NOx formation, and laminar 
flame speed.  The mechanism performed extremely well on all these tasks, and future work will 
use this method for developing reduced mechanisms for the more complex fuels used in the 
experimental studies. 
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