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INTRODUCTION 
 
The following rebuttal testimony is in response to the Supplemental Staff Assessment (SSA) prepared by 
CEC Staff (July, 2010), Opening Testimony prepared by the Applicant (June 30, 2010) and their 
attachments.  
 
RESPONSE TO CEC’S SUPPLEMENTAL STAFF ASSESSMENT 
The SSA fails to address several crucial aspects of the Soil and Water issues in the project area. As such, 
my comments on the SSA are focused on (1) the inadequate description and understanding of the affected 
environment in which the project is located (desert pavement and cryptobiotic crust); (2) the potential on 
and off-site impacts to these environments once disturbed; (3) the inadequate data collection, testing and 
modeling of these disturbances and impacts; (4) inadequate data from which to evaluate the impacts to the 
transmission upgrades required for the project; (5) insufficient data on the project water supply; and (6) 
insufficient consideration of the effects of climate change on the before mentioned areas of concern.  
 
RESPONSE TO OPENING TESTIMONY BY APPLICANT (EXHIBITS 56, 74, 77) 
Exhibits 56, 74 and 77 of the applicant’s opening testimony are concerned with the water resources of the 
project. In particular exhibit 56 is the discussion and analysis of water supply in the Supplement to AFC, 
originally submitted on 5/14/10. Exhibit 76 is the testimony by RK Scott, which discusses the Applicant’s 
proposed primary water source, the testing performed on that well, and the potential for significant 
adverse impacts on the local ground water. However, as mentioned below and pointed out in the SSA, 
important facts assumed therein are not supported by the exhibits. Exhibit 74, which is the testimony by 
M. Moore and provides a description of the surface water hydrologic setting for the project, inadequately 
addresses soils and water quality impacts due to erosion and sedimentation and proposes changes to the 
Conditions of Certification Soil&Water 3. The proposed changes to only monitor and inspect after year 
10-year event could allow undesired and unacceptable erosion to go unchecked and unnoticed. Instead I 
believe that the Conditions of Certification proposed in the SSA provide enough guidance to mitigate 
those impacts Staff has envisioned. However, because of the gross inadequacy of the description of the 
affected environment and consequently inadequate description of the potential impacts, most of the 
Conditions of Certification are inadequate as well. 

INADEQUACY IN DESCRIPTION OF THE AFFECTED ENVIRONMENT 
Elements of the environmental setting were grossly inadequate, and as such, limited the description of the 
project impacts, hindered the impact analyses, and ultimately undermined the adequacy of the proposed 
mitigation. As pointed out in the SSA the “current soil survey data is limited in much of the Mojave 
Desert due to the lower potential for agricultural use. Detailed soil mapping has not been performed by 
NRCS for the site. However, soil mapping in the general area is being conducted by NRCS.” I happen to 
be on the steering committee for the NRCS mapping effort in the Mojave National Preserve, which is 
located mostly east of the project site. Two environmental settings that are found on the project site and 
are of special concern to the NRCS because they are poorly understood are:  

1. Desert pavement and its influence on hydrologic and sedimentation processes (which was not 
acknowledged or analyzed); and 

2. Cryptobiotic crust and its influence on hydrologic and sedimentation processes (which was not 
acknowledged). 
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DESERT PAVEMENT 
It is my opinion that the physical properties of the desert pavement at the site have neither been 
adequately nor correctly characterized by the Applicant or Staff. Any alterations to the desert pavement 
and distinct geomorphic surfaces across the project site have the potential to dramatically affect 
infiltration and runoff compared to the existing conditions (Sharifi et al. 1999, Okin et al. 2000, Okin 
2002) (also see Figures 1 and 2) resulting in potentially significant impacts to water quality, 
sedimentation and biological processes through the degradation of the washes. The applicant is relying on 
information on the formation of desert pavement from a biology report (PWA 2010). This report 
incorrectly describes the formation of desert pavement as “fine sediment [that] has been selectively 
scoured away by wind or water action over time.” Instead of erosion, desert pavement is created by the 
slow accumulation of soil below the evolving stone pavement, as described in a series of papers in the 
scientific literature (e.g., McFadden et al. 1987, Wells et al. 1995. Anderson et al. 2002) which studied the 
development of desert pavements in the Mojave Desert (along Kelbaker Road between Kelso and Baker, 
San Bernardino County in the Cima volcanic field just north of the project site).  
 
It is important to fully understand the existing conditions in order to be able to identify the potential 
impacts, which will be dramatically different in a “crust” that evolved from erosion compared to top layer 
that is created by accumulation. A crust that was created through erosion will just erode further once 
disturbed. Whereas a crust formed by accumulation will cease to accumulate once disturbed and begin 
erosion instead, and drastically add sediment to the run-off process. Further, the proper understanding of 
the evolution of desert pavement directly ties into the understanding of its resilience and self healing 
abilities to minor anthropogenic disturbances. Major disturbances, such as those related to construction 
and corresponding erosion may lead to the crossing of thresholds where desert pavement may never again 
recover. However, minor disturbances may restore themselves over centuries if the mature Av horizon 
(eolian material that accumulates at the surface of desert soils, most often beneath a desert pavement) 
remains intact (Pelletier et al. 2007). In the context of project construction and subsequent maintenance 
activities (i.e., servicing the Power Conversion Unit, monthly mirror washing, etc.), this is unlikely to 
occur. Even shallow grading, as proposed in this project, will disturb the desert pavement and leave the 
Av horizon exposed to erosion (Okin et al. 2000). Under such a condition, while it has been observed that 
there are no statistical differences in the short term runoff characteristics with the clast cover removed 
(Chen et al. 2009), it has been observed that sediment production from the impacted surface can be 
significant over time (see Figures 1 and 2).  
 
The increased sedimentation from the grading activities as well as from the placement of solar arrays 
directly in the washes would significantly impact the morphology of the washes, and subsequent delivery 
of runoff laden with very fine sediments (i.e., clays and silts) farther downstream. There, this fine material 
is likely to be picked up and transported off-site by winds (Okin et al 2000). Additionally, deep grading, 
another potential impact of the proposed project, will likely destroy the Av horizon and locally increase 
infiltration, decrease runoff, increase transmission losses, and significantly impact the movement of 
soluble salts from the leach zone beneath the desert pavement. Depending on the desert pavement type 
and the level of disturbance to the leach zone (climate change or human disturbance), increased 
infiltration and transmission losses could drive soluble salts downward into the groundwater, thereby 
increasing groundwater salinity (Graham et al. 2008). Furthermore, disturbance of the desert pavement 
could have significant indirect impacts on neighboring pavement types and established vegetation, since 
vegetation is linked to pavement type, clast cover, and influenced by proximity to leached soluble salts 
(Wood et al. 2005).  
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CRYPTOBIOTIC CRUST 
Although a detailed surface soils assessment, including identification of the presence of a cryptobiotic 
crust, was not undertaken, it is highly likely that cryptobiotic crust is widespread across the site. 
Cryptobiotic crust, which is very common and widely distributed across desert landscapes, plays an 
important role in making nitrogen available to desert plants (Wohlfahrt et al. 2007). I have personally 
encountered cryptobiotic crust at similar elevations and in locations comparable and close to the project 
site as well as in other areas throughout the Mojave Desert. In my opinion the impacts to the cryptobiotic 
crust were not analyzed, nor were mitigation techniques provided. 
 
The cryptobiotic crust1 is a highly specialized community of cyanobacteria, mosses, and lichen and are 
prevalent in the project area. The living organisms present in the desert soils create a surface crust of soil 
particles bound together by organic material. The thickness of these crusts can reach up to 10 cm. The 
crusts are important members of the desert ecosystem and contribute to the well-being of other plants by 
stabilizing sand and dirt, promoting moisture retention, and fixing atmospheric nitrogen. Because of their 
thin, fiberous nature, cryptobiotic soils are extremely fragile systems. Some species in the soil can recover 
within a few years of disturbance, but slow growing species may require more than a century to recover.  
 
Disruption of the crust will result in decreased organism diversity, soil nutrients, stability, and organic 
matter. The crusts significantly aid infiltration of precipitation and anthropogenic disturbance can 
dramatically increase surface runoff and increase the rate of soil loss by an order of magnitude. These 
increases in sediment laden runoff could significantly impact the morphology of the existing washes. 
Also, wind erosion is substantially more prevalent with disruption of the crust. Crusts that may remain 
intact downstream of the project site will inevitably be buried (and therefore permanently impacted) 
through windblown and water transported erosion. 

INADEQUACY IN DESCRIPTION OF PROJECT IMPACTS 
The applicant and the SSA failed to adequately analyze or describe project impacts. This failure is 
partially due to the failure to consider and describe important elements of the project setting.  

Sedimentation and Morphology 
The SSA concluded that morphological impacts to the washes would be significant due to increased 
sedimentation from the solar arrays from soil erosion due to grading impacts and subsequent changes to 
the sediment transport character of the washes to include scour effects, created by the solar dish towers. 
Further the SSA pointed out that: 
 

“[T]he applicant’s Draft Drainage, Erosion, and Sedimentation Control Plan [DESCP] may 
mitigate the potential on site project-related storm water and sediment impacts. However, the 
calculations and assumptions used to evaluate potential storm water and sedimentation impacts in 
the Draft Plan are imprecise and have limitations and uncertainties associated with them such that 
the magnitude of potential impacts that could occur cannot be determined precisely.”  

 
While staff drafted Conditions of Certification SOIL&WATER-1, -2 and -3 to define specific methods 
of design analysis, development of best management practices, and monitoring and reporting procedures 
to mitigate impacts related to flooding, erosion, sedimentation, and stream morphological changes, these 
Conditions of Certification do not take into consideration the potential increases in surface runoff from 
damaged desert pavement and cryptobiotic crust as described above. The consequences of their 
manipulation are either poorly understood or simply ignored by the applicant and the Staff. Hence, the 
                                                 
1 http://www.soilcrust.org/crust.pdf. 
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SSA failed to adequately address the impacts of environmental modification and its potential to 
significantly change hydrologic characteristics (i.e., runoff duration, frequency, volume), which, in turn, 
can significantly degrade the washes.  
 
However, in the SSA, Staff recognizes - and I concur - that while “the DESCP provides the plan for the 
use of BMPs to mitigate erosion and sedimentation impacts caused by site grading…the measures 
discussed in the DESCP… are generally effective on most projects, [and] Staff believes that the 
circumstances of the proposed project are unusual and require additional mitigation. Specifically, this is a 
very large project that will be constructed on active alluvial fans, which dramatically increases the 
potential for soil erosion.”  
 
If a developer were to put in 10 subdivisions (and this project site is larger), a standard project, DESCP 
would not be adequate to mitigate the impacts either for several reasons. The principle hazards associated 
with alluvial fan flooding are high velocity, debris-laden floods and debris flows with highly uncertain 
flow paths. The dynamic geologic nature and consequent unpredictability of alluvial fan flooding presents 
unique challenges in designing a DESCP. Highly erosive soils mixed with water, rocks and boulders can 
travel at speeds recorded at over 50 miles per hour (Miller 1989). Undeveloped alluvial fans permit the 
overland flow of large amounts of flood water and sediment. When an almost entire alluvial fan is 
converted into a huge industrial site with metal poles the dynamic of the flow paths and debris flow will 
change and should be adequately modeled before any effective DESCP can be conceived. 
Further, Staff pointed out that: 

 
“[B]asins or other forms of flood protection have not been addressed for the three drainages that 

traverse private property near the center of the project and enter the proposed solar array. Impacts 
due to flooding in these areas are potentially significant without adequate mitigation. This leaves 
portions of the project subject to significant adverse impact due to flooding.”  

 
It should also be noted that so far no designs to mitigate these potential flood-related impacts have been 
proposed. 
 
Additionally, the effective percent impervious cover (PIC) will increase under project conditions, in the 
aggregate, as a combination of site infrastructure (i.e., paved roads, building pads, solar disc footings), 
access road compaction, destruction of desert pavement and cryptobiotic crust, and application of soil 
binders. These aggregate changes in PIC were not adequately considered and can have a significant 
impact on the morphology of the washes. While small increases in effective PIC were perceived to be 
negligible in the SSA, small changes in effective PIC can result in significant impacts to onsite and offsite 
resources if not properly accounted for in the analyses supporting the project. 

Air/Water Quality 
The applicant and Staff did not consider the water quality impacts of runoff laden with sediment from 
degraded desert pavement and cryptobiotic crust delivered downstream and offsite, as well as the 
potential for the increased sediments to be transported offsite by wind.  
 
The large-scale disturbance that is to occur on the geomorphic surfaces of the Project will lead to 
extensive new aeolian activity. Given the predominant southwestern wind direction, this will mean that a 
plume of sand, eroded from the disturbed area, will begin to extend from the southern edge of the Project. 
Okin et al. (2001a, 2001b, 2006, and 2009) have investigated the impacts of this sort of sand plume 
originating from disturbed soils on nearby vegetation communities that were not directly disturbed.  
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Of course, any disturbance of the soil surface that encourages increased aeolian activity in a soil with 
dust-sized (< 50 um) particles will also lead to the production of dust. The potential for the wind-driven 
impact on the area immediately downwind of the Project is a significant impact that was not considered.  

INADEQUACY IN ANALYSIS OF DISTURBANCES AND IMPACTS 
It is my opinion that the core analyses conducted by the applicant and integrated into the SSA are 
insufficient to adequately analyze the impacts.  Therefore, there is no adequate basis to compare impacts 
to soil and water resources in the various alternatives.  
 
The applicant completed a hydrologic study and hydraulic modeling of the major stream channels on the 
project site. The applicant has proposed the construction of large debris basins in channels upstream of 
the proposed solar array. The most recently-submitted design indicates that dams will be constructed to 
temporarily retain flows in the basins. The applicant has not submitted the comprehensive detail that staff 
would need to analyze the ability of the basins to retain maximum flows and protect the project from 
flooding. As a result, staff has recommended adoption of Conditions of Certification GEO-2 and -3, 
which contain performance standards that ensure that the design of the debris basin dams will comply 
with current engineering practices and existing regulations and prevent significant impacts. Further, Staff 
states that any proposed design must comply with requirements set forth in Conditions of Certification 
SOIL&WATER-1, -2, -3 and -8, to ensure that no adverse impacts due to flooding will occur. However, 
because the analysis of the disturbances and impacts are inadequate, these proposed Conditions of 
Certification are inadequate as well and should be expanded on. 

Additional Surveys, Data Collection and Analysis Required  
I believe that the current level and type of analysis provided by the applicant is insufficient. Failure to 
undertake additional surveys, data collection and analysis, and design of appropriate mitigation actions as 
described below will result in significant unmitigated impacts to the desert pavement and cryptobiotic 
soils, with corresponding dramatic increases in sediment and wind erosion, and significant impacts: 
 

1. Perform rainfall/runoff/sediment yield plot studies on different geomorphic surfaces (perhaps at 
multiple proposed solar sites) under existing and project (with and without BMPs) conditions. 

2. Justify and/or quantify desert pavement, cryptobiotic crust, and BMP effectiveness (especially the 
soil binders given their proposed broad application) on stabilizing soils and runoff generation, 
using empirical data if available, site testing, or sensitivity modeling. 

3. Revise the soil loss calculations, using a GIS-based approach (several examples exist in the 
literature), and use the information (from the above recommendations) as input into the sediment 
transport model. 

4. Confirm whether solar dish runoff under intense runoff will not concentrate below the bottom lip 
of the solar dish and initiate gully erosion. 

5. Confirm whether access road cuts will not intercept and concentrate runoff, inducing gully 
erosion, especially if they coincide with backfilled trenches. 

6. The sediment transport modeling must be completed with the appropriate inputs.  2D or 3D 
sediment transport modeling should be undertaken for existing and project conditions, to include 
all representative project elements (i.e., BMP effectiveness, solar dish towers in the washes, etc.). 
If this does not occur, there is not sufficient modeling to conclude that impacts from the project 
will be less than significant with proposed mitigation. 
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7. Long-term changes in fluvial morphology should be assessed within and downstream of the 
project site as a result of the project and also as a result of climate change. Long-term hydrologic 
simulations that may be required as short-term (or design flood) outcomes only provide a 
“snapshot” from the starting condition. The long term degradation of the project site as well as 
downstream washes is therefore likely to be underestimated. 

8. Until further detailed sediment transport analyses suggest no significant impact, solar dish towers 
should not be constructed in the washes. 

SOIL BINDERS AND LINEAR SEDIMENT BARRIERS 
Soil binders are proposed to be used to treat soil erosion by wind and water. The erosion control plans in 
the DESCP suggest extensive use of soil binders throughout the project site with little specifics on the 
placement of linear sediment barriers. The potential impacts of the soil binders on the natural 
characteristics of the desert pavement (specifically soil infiltration, runoff generation, and soil erosion), in 
addition to specifics on binder deterioration and reapplication rates, and downslope flow convergence 
leading to gully erosion, was not investigated nor stated. As such, more information is needed pertaining 
to the use of soil binders.  
 
It is noted here that placement of linear sediment barriers on a project of this scope is better left to the 
final phases of the design. However, the effectiveness of these treatments at controlling sediment needs to 
be quantified during the identification and analysis of Project impacts for use in the soil loss calculations. 
Final designs are not required to quantify the expected effectiveness of these treatments.  

Transmission Lines 
Another impact that was inadequately addressed by the Applicant and Staff is the proposed transmission 
corridor needed to transmit the power generated at Calico. The applicant identified 346 drainage features 
that would cross the existing and/or proposed transmission corridor simply sing Google Earth aerial 
images (SES 2008). The amount of actual drainages is likely higher. While transmission lines themselves, 
aside from their foundation and required lay-down areas for construction, do not usually impact the desert 
environment significantly, the roads associated with these transmission lines potentially do, especially 
when crossing desert pavement, drainage features and mountain ranges. These roads have the potential to 
alter drainage patterns, vegetation patterns and habitats (as a consequence of hydrologic alterations) 
(Belnap et al. 2008) and should be evaluated accordingly. 

PROJECT WATER SUPPLY 
I agree with the Staff that there is significant uncertainty in the long-term reliability of the proposed water 
supply. The applicant states in Exhibit 56 that “…the aquifer penetrated by the well can support water 
demands for the Calico Solar site during construction and the lifespan of its operations, and pumping of 
the well at the prescribed rates will have no significant impact to water levels in the area.” However, this 
statement is based on inadequate and insufficient testing and mere speculation.  
 
Specifically, on page 2-2 in Exhibit 56, URS states that a) the boundary of the aquifer “basin to the east is 
not well documented; the mountains may only provide a partial groundwater barrier”; and b) “Because 
there are no records of other wells or borings drilled to this depth in the basin, the areal extent of the 
aquifer is not known.” c) “Natural recharge into the basin is estimated to be about 300 afy and the storage 
capacity of the aquifer has been estimated to be approximately 270,000 acre-feet (af). However, little data 
exists to confirm these estimated values…” Thus, the SSA does not provide any estimates of the aquifer’s 
storage capacity due to the lack of data.  
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As shown in Soil & Water Table 2, Staff points out that the 300 afy of recharge used by the applicant is a 
number of unknown origin. However, staff opts to use the recharge figures of 200 – 400 afy as suggested 
by the USGS, using a GIS model. Further, staff chooses - for this particular project - to ignore the 
recharge value of 0 afy using Maxey-Eakin Method, which is a very commonly used method for the 
Mojave Desert. Basic aquifer basin balance mathematics suggests that output equals input. Given that 
there is 0 output, it would suggest that there is also 0 input. It is my professional opinion that the Maxey-
Eakin Method is well established and should not be ignored just because the results are inconvenient for 
this Project. 
 
In the Drawdown Analysis (Section 5.2.3 on page 5-4 in Exhibit 56) URS qualifies its conclusion by 
stating that “the geology in the area appears to be variable and additional drawdown may occur as a 
result of long-term pumping effects.” Further, URS believes that “it is likely that the aquifer penetrated by 
Well #3 is not confined.” While the rate at which Well #3 was tested (100 gpm - gallons per minute) was 
appropriate since the peak rate of water extraction for the project would be 93 gpm (for five years) (93 
gpm = 150 acre feet/year) and 100 gpm is within the suggested +/- 10 percent of the pump rate, the 
duration for the test should have been 72 hrs for an unconfined aquifer instead of 24 hrs. The pump test 
for Well #1 (a step test up to 8 gpm instead of the expected Project usage of at least 93 gpm) was utterly 
inadequate for the project’s water requirements.  
 
Based upon the information provided in Exhibit 56, it is my professional opinion that it is irresponsible to 
consider Well #3 a reliable and primary water source for the Calico Solar project until additional 
monitoring wells on and offsite, in addition to adequate pump tests – as described above – can confirm 
the assumptions made by the applicant. It is my opinion that there are serious questions regarding the 
long-term viability of this water supply. I would recommend that this Project not be permitted without a 
back-up water supply and monitoring of the groundwater supply, as suggested by Staff’s 
SOIL&WATER-9.  
 
Further, although the Applicant did consider impacts to the zone of influence from potential groundwater 
drawdown as a result of Project pumping, the Applicant did so using inadequate and insufficient data as 
described above. Although the Applicant concluded that water extraction would have negligible impacts 
on water quantity, the Applicant failed to look at impacts relating to long-term water availability in the 
region and the need for a back-up water supply. Finally, none of these issues have been considered under 
a climate change scenario.  

Cadiz Water Supply 
I will not be providing an analysis of the Cadiz water supply, because the Applicant had asked the CEC 
not to consider this water supply in the application. However, should the Applicant change their mind I 
will submit testimony at that time. 

CLIMATE CHANGE 
Climate change can have an influential role in shaping the project’s impacts on the environment in terms 
of hydrologic response and soil erosion. Provided that intense summer storms are responsible for a 
majority of the runoff that occurs at the project site, the Nature Conservancy Climate Wizard 
(http://www.climatewizard.org/) would suggest that summer rainfall in southeastern California may 
increase by as much as 50% by 2080 in the summer, which could be accompanied by significant increases 
in rainfall intensity and erosivity (Angel et al. 2005). Significant increases in rainfall quantity, intensity, 
and erosivity will have a profound impact on the landscape, especially on the morphology of the washes 
where solar dishes are proposed.  Changes to the morphology of the washes would significantly impact 
the structural stability and flood preparedness of the solar dishes placed in the washes, coupled with 
increased sedimentation from the graded service roads as well as solar arrays. This large scale erosion 
will subsequently have significant air quality impacts to downwind resources if project design and BMPs 
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don’t adequately incorporate the best scientific data available about future changes in the region’s 
climate. 
 
While rainfall intensity is predicted to increase, at the same time recharge is predicted to decrease for 
several reason. (1) Aquifer recharge in the Mojave Desert occurs mostly in the winter when rainfall 
events are low in intensity and long in duration. However, the shift from precipitation events occurring 
less in the winter and more in the summer will lead to more run-off and less infiltration, which equals less 
recharge. (2) Increased temperatures will lead to increased evapotranspiration, even if precipitation 
remains unchanged (Seager et al. 2007, Diffenbaugh 2008, Kerr 2008). See Figures 3 and 4. As shown in 
Figure 5, the increase in variability in precipitation patterns are already noticeable. While there have been 
distinct wet (1910s and 1940s) and dry (1920s and 1950s) periods over the past century, the wettest and 
driest years have already occurred this century (within the past 10 years). 
 
Climate change, and its potential to amplifying project-related impacts on disturbed desert pavement, 
crytpobiotic crust and the project’s water supply was not considered. In particular, for the project’s water 
supply this could mean that the estimates for the aquifer recharge should be approximately 50% lower 
towards the end of the project lifespan. 
 
Climate change, and its potential to amplify downstream/wind project-related impacts, such as erosion, 
sedimentation and dust creation, was not considered. Neither were the implications of less aquifer 
recharge by the predicted decrease in precipitation/infiltration. Amplification of project-related impacts 
means the impacts will be more severe and long-lasting under potential climate change scenarios. 
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Figure 1: Erosion caused by run-off along a mining road where desert pavement was removed in the 

1960s. Here the top layer was simply bulldozed to the side exposing the accumulated Av Horizon. 
This mining road is located approx. 45 miles north-east of the project area. The pre-mining road 
conditions of this area were flat and uninterrupted. 
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Figure 2: As in the proposed project area, the desert pavement itself consists of a thin layer of rocks which 

has captured sand and dust over the millennia. Once the top layer is removed the accumulated sand, 
clay and silt below the desert pavement is easily eroded away as shown in this photo.  
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Figure 3: Modelled changes in annual mean precipitation minus evaporation over the American 

Southwest (125{degrees}W to 95{degrees}W and 25{degrees}N to 40{degrees}N, land areas only), 
averaged over ensemble members for each of the 19 models, from Seager et al.,  Science  316, 1181 -
1184 (2007). 

 
Figure 4: Results of 15 GCMs from the IPCC Fourth Assessment Report show areas of the southwestern 

United States and northern Mexico as the most persistent hotspots for climate change. 
Responsiveness of the southwestern hotspot comes from increased variability in precipitation from 
one year to the next (not from progressive warming or a long-term rise or fall in precipitation) 
(Diffenbaugh et al. 2008, Kerr 2008). 
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Figure 5: Precipitation for the Mojave Desert Region for water years (Oct. – Sept.) starting in 1895. Note 

that the wettest and driest years on record all have happened in this century, indicating that the 
hotspot in the desert southwest suggested in Figure 5 is already occurring. 
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How anthropogenic climate change will impact 
hydroclimate in the arid regions of Southwestern North 
America has implications for the allocation of water 
resources and the course of regional development. Here 
we show that there is a broad consensus amongst climate 
models that this region will dry significantly in the 21st 
century and that the transition to a more arid climate 
should already be underway. If these models are correct, 
the levels of aridity of the recent multiyear drought, or the 
Dust Bowl and 1950s droughts, will, within the coming 
years to decades, become the new climatology of the 
American Southwest. 

The Third Assessment Report of the Intergovernmental Panel 
on Climate Change (IPCC) reported that the average of all the 
participating models showed a general decrease in rainfall in 
the subtropics during the 21st century although there was also 
considerable disagreement amongst the models (1). 
Subtropical drying accompanying rising CO2 is also found in 
the models participating in the second Coupled Model 
Intercomparison Project (2). Here we examine future 
subtropical drying by analyzing the time history of 
precipitation in 19 climate models participating in the Fourth 
Assessment Report (AR4) of the IPCC (3). The future climate 
projections followed the A1B emissions scenario (4) in which 
CO2 emissions increase until about 2050 and decrease 
modestly thereafter leading to a CO2 concentration of 720 
ppm in 2100. We also analyzed the simulations by these 
models of the 1860–2000 period in which the models were 
forced by the known history of trace gases and, with some 
variation amongst the models, estimated changes of solar 
irradiance, volcanic and anthropogenic aerosols and land use. 
These simulations provide initial conditions for the 21st 
century climate projections. For each model, climatologies 
were computed over the 1950–2000 period by averaging over 
all the simulations available for each model. All climate 
changes shown are departures from this climatology. 
 We define an area (shown as a box on Fig. 4) called `The 
Southwest' including all land between 125°W and 95°W and 
25°N and 40°N that incorporates the southwestern United 

States and parts of northern Mexico . Fig. 1 shows the 
modeled history and future of the annual mean precipitation 
minus evaporation (P−E) averaged over this region for the 
period common to all the models, 1900–2098. The median, 
25th and 75th percentiles of the model P−E distribution and 
the median of P and E are shown. For cases in which there 
were multiple simulations with a single model these were 
averaged together before computing the distribution. P−E 
equals the moisture convergence by the atmospheric flow 
and, over land, the amount of water that goes into runoff. 
 In the multi-model ensemble mean there is a transition to a 
sustained drier climate that begins in the late 20th and early 
21st centuries. In the ensemble mean both P and E decrease 
but the former by a larger amount. P−E primarily reduces in 
winter when P reduces and E is unchanged or modestly 
increased while in summer both P and E decrease (not 
shown). The annual mean reduction in P for this region, 
calculated from rain gauge data within the Global Historical 
Climatology Network, was 0.09 mm/day between 1932 and 
1939 (the Dust Bowl drought) and 0.13 mm/day between 
1948 and 1957 (the 1950s Southwest drought). The ensemble 
median reduction in P that drives the reduction in P−E 
reaches 0.1 mm/day in mid-century and one quarter of the 
models reach this in the early part of the current century. 
 Figure 2 shows for the 19 models the annual mean P−E 
difference between 20 year periods in the 21st century and the 
model's 1950–2000 climatology. Almost all models have a 
drying trend in the American Southwest and consistently so 
throughout the century. Only one of the 19 models has a trend 
to a wetter climate. Of the total of 49 individual projections 
conducted with the 19 models, even as early as the 2021 to 
2040 period, only 3 show a shift to a wetter climate. 
Examples of modeled history and future precipitation for 
single simulations of four individual models are shown in Fig. 
3 and provide an idea of potential trajectories towards the 
more arid climate. 
 Figure 4 shows (contours, all panels) a map of the change 
in P−E for the decades between 2021 and 2040 minus the 

Model Projections of an Imminent Transition to a More Arid Climate in 
Southwestern North America 
Richard Seager,1 Mingfang Ting,1 Isaac Held,2,3 Yochanan Kushnir,1 Jian Lu,4 Gabriel Vecchi,2 Huei-Ping 
Huang,1 Nili Harnik,5 Ants Leetmaa,2 Ngar-Cheung Lau,2,3 Cuihua Li,1 Jennifer Velez,1 Naomi Naik1 
1Lamont Doherty Earth Observatory of Columbia University, Palisades, NY, USA. 2NOAA Geophysical Fluid Dynamics 
Laboratory, Princeton, NJ, USA. 3Program in Atmospheric and Oceanic Sciences, Department of Geosciences, Princeton 
University, Princeton, NJ, USA. 4National Center for Atmospheric Research, Boulder, CO, USA. 5Tel Aviv University, Tel 
Aviv, Israel. 



 

 / www.sciencexpress.org / 5 April 2007 / Page 2 / 10.1126/science.1139601 

1950–2000 period for one of the IPCC models: the 
Geophysical Fluid Dynamics Laboratory climate model 
CM2.1 (5). In general, large regions of the relatively dry 
subtropics dry further while wetter higher latitude regions 
become wetter still. In addition to the American Southwest, 
the Southern Europe-Mediterranean-Middle East region also 
experiences a severe drying. This pattern of subtropical 
drying and moistening at higher latitudes is a robust feature of 
current projections with different models of future climate 
(6). 
 The change (δ) in P−E (in m/s) is balanced by a change in 
atmospheric moisture convergence, viz.: 

( )0 0
( ) ( ) ( )s sp p

wg P E uq dp uq dp′− =− ∇⋅ + ∇⋅∫ ∫ρ δ δ  (1) 

Overbars indicate monthly means and primes departures from 
the monthly mean, ρw is the density of water. The change in 
moisture convergence can be divided into contributions from 
the 'mean flow' and from 'eddies'. In the former the 
atmospheric flow ( )u  and the moisture ( )q are averaged 
over a month before computing the moisture transport, while 
the latter is primarily associated with the highly variable wind 
(u′) and moisture (q′) fields within storm systems. The 
moisture convergence is integrated over pressure (p) from the 
top of the atmosphere (p = 0) to the surface (ps). The mean 
wind and humidity fields in Eq. 1 can be taken to be their 
climatological fields. (The rectification of interannual 
variability in the monthly mean flow and moisture fields is 
found to be negligible.) Changes in the mean flow 
contribution can, in turn, be approximated by one part 
associated with the 1950–2000 climatological circulation 
( )Pu  operating on the increase in climatological atmospheric 
humidity ( qδ , a consequence of atmospheric warming) and 
another part due to the change in circulation climatology 
( )uδ  operating on the 1950–2000 atmospheric humidity 
climatology ( )Pq . The nonlinear term involving changes in 
both the mean flow and moisture field is found to be 
relatively small (not shown). Hence Eq. 1 can be 
approximated by: 
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( ) ~ ( )
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w PP

p

g P E u q dpq u
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δ
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We therefore think in terms of a three-fold decomposition of 
P−E, as displayed in Fig. 4 (colors) for the GFDL CM2.1 
model: a contribution from the change in mean circulation, a 
contribution from the change in mean humidity, and a 
contribution from eddies. 
 The mean flow convergence term involving only changes 
in humidity (Fig. 4B) causes increasing P−E in regions of low 
level mean mass convergence and decreasing P−E in regions 
of low level mean mass divergence, generally intensifying the 

existing pattern of P−E (6). This term helps explain much of 
the reduction in P−E over the subtropical oceans where there 
is strong evaporation, atmospheric moisture divergence and 
low precipitation (6). Over land areas, in general, there is no 
infinite surface water source and P−E has to be positive and 
sustained by atmospheric moisture convergence. Over the 
American Southwest, in the current climate, it is the time 
varying flow that sustains most of the positive P−E while the 
mean flow diverges moisture away. Here, the 'humidity 
contribution' leads to reduced P−E as the moisture divergence 
by the mean flow increases with rising humidity. Over the 
Mediterranean region there is mean moisture divergence and 
again rising humidity leads to increased mean moisture 
divergence and reduced P−E. 
 Over the ocean the contribution of humidity changes to 
changes in P−E can be closely approximated by assuming 
that the relative humidity remains fixed at its 1950–2000 
values (6). Over almost all land areas, and especially over 
those that have reduced P−E, the relative humidity decreases 
in the early 21st century. This is because, unlike over the 
ocean, evaporation cannot keep pace with the rising 
saturation humidity of the warming atmosphere. Over land 
the humidity contribution to the change in P−E is distinct 
from that associated with fixed relative humidity. 
 Decreases in P−E can also be sustained by changes in 
atmospheric circulation that alter the mean moisture 
convergence even in the absence of changes in humidity (Fig. 
4A). This 'mean circulation contribution' leads to reduced 
P−E at the northern edge of the subtropics (e.g. the 
Mediterranean region, the Pacific and Atlantic around 30°N 
and parts of southwestern North America). The change in 
moisture convergence by the transient eddies (Fig. 4C) dries 
southern Europe and the subtropical Atlantic and moistens the 
higher latitude Atlantic but does not have a coherent and large 
impact over North America. 
 A significant portion of the mean circulation contribution, 
especially in winter, can be accounted for by the change in 
zonal mean flow alone (not shown), indicating that changes in 
the Hadley Cell and the extratropical mean meridional 
circulation are important. In summary, increases in humidity 
and mean moisture divergence, changes in atmospheric 
circulation and intensification of eddy moisture divergence, 
cause drying in the subtropics, including over western North 
America and the Mediterranean region. For the Southwest 
region, the annual mean P−E reduces by 0.086 mm/day 
which is largely accounted for by an increase in the mean 
flow moisture divergence. Changes in the circulation alone 
contribute 0.095 mm/day of drying and changes in the 
humidity alone contribute 0.032 mm/day. This is modestly 
offset by an increased transient eddy moisture convergence of 
0.019 mm/day.(7). 
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 Within models the poleward edge of the Hadley Cell and 
the mid-latitude westerlies move poleward during the 21st 
century (8–10). The descending branch of the Hadley Cell 
causes aridity and hence the subtropical dry zones expand 
poleward. In models, a poleward circulation shift can be 
forced by rising tropical SSTs in the Indo-Pacific region (11) 
and by uniform surface warming (12). The latter results are 
relevant because the spatial pattern of surface warming in the 
AR4 models is quite uniform away from the poles. One 
explanation (13, 14) is that rising tropospheric static stability, 
an established consequence of moist thermodynamics, 
stabilizes the subtropical jet streams at the poleward flank of 
the Hadley Cell to baroclinic instability. Consequently the 
Hadley Cell extends poleward, increasing the vertical wind 
shear at its edge, to a new latitude where the shear 
successfully compensates for the suppression of baroclinic 
instability by rising static stability. 
 While increasing stability is likely to be a significant 
component of the final explanation, a fully satisfying theory 
for the poleward shift of the zonal mean atmospheric 
circulation in a warming world must account for the complex 
interplay between the mean circulation (Hadley Cell and the 
mid-latitude Ferrell Cell) and the transient eddies (13, 14) that 
will determine where precipitation will increase and decrease 
in the future. However not all of the subtropical drying in the 
Southwest and Mediterranean region can be accounted for by 
zonally symmetric processes and a full explanation will 
require attention to moisture transport within localized storm 
tracks and stationary waves. 
 The six severe, multiyear, droughts that have struck 
western North America in the instrumental record have all 
been attributed, using climate models, to variations of sea 
surface temperatures (SSTs) in the tropics, particularly 
persistent La Niña-like SSTs in the tropical Pacific Ocean 
(15–19). The future climate of intensified aridity in the 
Southwest is caused by different processes since the models 
vary in their tropical SST response to anthropogenic forcing. 
Instead it is caused by rising humidity that causes increased 
moisture divergence and changes in atmospheric circulation 
cells that include a poleward expansion of the subtropical dry 
zones. The drying of subtropical land areas that, according to 
the models is imminent or already underway, is unlike any 
climate state we have seen in the instrumental record. It is 
also distinct from the multidecadal megadroughts that 
afflicted the American Southwest during Medieval times (20-
22) which have also been attributed to changes in tropical 
SSTs (18, 23). The most severe future droughts will still 
occur during persistent La Niña events but they will be worse 
than any since the Medieval period because the La Niña 
conditions will be perturbing a base state that is drier than any 
experienced recently (25). 
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Fig. 1: Modeled changes in annual mean precipitation minus 
evaporation over the American Southwest (125°W−95°W, 
25°N−40°N, land areas only) averaged over ensemble 
members for each of the 19 models. The historical period 
used known and estimated climate forcings and the 
projections used the SResA1B emissions scenario. Shown are 
the median (red line) and 25th and 75th percentiles (pink 
shading) of the P−E distribution amongst the 19 models, and 
the ensemble medians of P (blue line) and E (green line) for 
the period common to all models (1900 to 2098). Anomalies 
for each model are relative to that model's climatology for 
1950–2000. Results have been six year low pass Butterworth 
filtered to emphasize low frequency variability that is of most 
consequence for water resources. Units are in mm/day. The 
model ensemble mean P−E in this region is around 0.3 
mm/day. 

Fig. 2: The change in annual mean P−E over the American 
Southwest (125°W−95°W, 25°N−40°N, land areas only) for 19 
models relative to model climatologies for 1950-2000. 
Results are averaged over twenty year segments of the current 
century. The number of ensemble members for the 
projections are listed by the model name at left. Black dots 
represent ensemble members, where available, and red dots 
represent the ensemble mean for each model. Units are in 
mm/day. 

Fig. 3: The change in annual mean P−E over the American 
Southwest (125°W−95°W, 25°N−40°N, land areas only) for 
four coupled models relative to model ensemble mean 
climatologies for 1950–2000. The results are from individual 
simulations of the 1860 to 2000 period forced by known and 
estimated climate forcings and individual projections of 
future climate using the SResA1B scenarios of climate 
forcings. Since the modeled anomalies have not been 
averaged together here these time series provide an idea of 
plausible evolutions of Southwest climate towards a more 
arid state. The models are the National Center for 
Atmospheric Research Community Climate System Model, 
Geophysical Fluid Dynamics Laboratory model CM2.1, Max 
Planck Institut Für Meteorologie model ECHAM5 and 

Hadley Centre for Climate Change model HadCM3. All time 
series are for annual mean data and a six year low pass 
Butterworth filter has been applied. Units are in mm/day. 

Fig. 4: The change in annual means of P−E for 2021–2040 
minus 1950–2000 (all panels, contours) and contributions to 
the change in vertically integrated moisture convergence 
(colors, negative values imply increased moisture divergence) 
by the mean flow due to changes in the flow (top), the 
specific humidity (middle) and the transient eddy moisture 
convergence (bottom), all for the GFDL CM2.1 model. The 
box shows the area we define as the “Southwest.” 
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Degradation of sandy arid shrubland environments:
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Field remote sensing, and modelling observations from a degraded Mojave
Desert shrubland were used to develop a model of the progressive degradation
of areas adjacent to sites of direct anthropogenic disturbance. Aeolian removal
and transport and dust, sand, and litter are the primary mechanisms of
degradation, killing plants by burial and abrasion, interrupting natural pro-
cesses of nutrient accumulation, and allowing the loss of soil resources by
abiotic transport. It is concluded that any arid shrubland with wind-erodible
soils is susceptible to degradation, and where possible development of these
lands should be avoided.

( 2000 Academic Press

Keywords: desertification; wind erosion; Mojave Desert; shrublands;
paleolakes; agriculture

Introduction

The Manix Basin in the Mojave Desert of south-eastern California is the site of ancient
Lake Manix (Buwalda, 1914; Meek, 1989, 1990; Dohrenwend et al., 1991). Far from
being a unique geological setting, the fine-grained lacustrine sediments in the basin are
part of the Pleistocene legacy shared by depressions throughout the entire basin and
Range and Mojave provinces (Smith & Street-Perrott, 1983). Morrison (1991b, 1991a)
has reported that ‘nearly all closed or formerly closed basins in the Great Basin have
ancient strandlines marked by lacustrine bars, spits, embankments, terraces, deltas, and
wave-cut cliffs at elevations well above the playas or permanent lakes of today’. The
lacustrine sediments of Pleistocene age that form the floors of these basins share qualities
that make them amenable for agriculture and other human activities: very low slopes,
little or o relief, subsurface water resources, and fine-grained sediments suitable for
farming or other activities. The intersection of the human uses of Pleistocene paleolakes
with their geological history creates opportunities for land degradation much greater
than typically recognized.
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Table 1. Average precipitation (cm) by season at Daggett Airport

Jan}Mar Apr}Jun Jul}Sept Oct}Dec Annual

1944}1997 3)7 0)9 2)9 2)4 10)0
1980}1989 4)5 1)1 3)1 3)1 12)7
1990}1997 6)0 0)3 2)8 2)0 11)1

Source: National Climate Data Center, U.S. Precipitation by State, California: http://www.ncdc.noaa.
gov/ol/climate/online/coop-precip.html

Wind erosion in the Mojave Desert is the principle mechanism of land degradation.
Agriculture, urban development, military maneuvers, pipeline, road and powerline
construction, and recreational vehicles all destroy vegetation cover and expose the soil to
wind erosion (Sharifi et al., 1999). These activities can result in increased dust emission,
blowing sand, and damage of native vegetation.

Although the processes of arid land degradation have been well-established elsewhere
in the south-western U.S. (see for example, Schlesinger et al., 1990), no published
process model exists for shrubland degradation in the Mojave Desert or other shrub-
lands. In this paper, we report on the importance of human-induced wind erosion in
initiating and propagating land degradation in the Manix Basin of the Mojave Desert.
Based on these observations, we develop a model of wind-driven desertification in sandy
arid shrublands.

Arid land degradation has received significant attention in the technical and popular
media over the past several decades. Much of this interest has been practical in nature
owing to the facts that: (1) desertification is widespread throughout the south-western
United States and globally (Mabbutt & Floret, 1980; Walker, 1982; Warren & Hutchin-
son, 1984; Verstraete & Schwartz, 1991; Khalaf & Al-Ajmi, 1993; Dregne, 1995); (2) it
has severe financial and societal consequences including property damage, increased
health and safety hazards, and decreased agricultural productivity (Clements et al.,
1963; Bowden et al., 1974; Fryrear, 1981; Hyers & Marcus, 1981; Leathers, 1981; Leys
& McTainsh, 1994; Bach, 1998); and (3) some forms of desertification are irremediable
on human timescales at reasonable cost (Whitford, 1992; Dregne, 1995). The increas-
ing use of desert shrublands by humans for habitation, agriculture, industry, and
recreation increases the amount of arid land directly impacted (Verstraete & Schwartz,
1991). Thus, it is important to understand the processes of arid land degradation in
these environments. Improved process understanding will allow improved identification
of areas at heightened risk of desertification before serious damage has occurred.

History and features of the Manix Basin, California

Our observations are drawn from the Manix Basin in the Mojave Desert, about 25 miles
ENE of Barstow in south-eastern California (centred around 34356)5@N)116341)5@ W at
an elevation of about 540 m). The basin has an area of 40,700 ha and was the site of
ancient Lake Manix which existed during the peak pluvial episode of the last glaciation
and drained through Afton Canyon to the east (Smith & Street-Perrott, 1983; Meek,
1989). Much of the basin is filled with lacustrine, fluvial, and deltaic sediments capped
by weak armoring (Meek, 1990). There is clear evidence of pre-modern wind erosion,
indicating that wind erosion, transport, and deposition has long been a dominant
geological process in the area (Evans, 1992).

The modern climate of the Manix Basin is arid with an average annual precipitation of
100 mm, falling mostly in the winter, although there can be significant summer precipi-
tation in some years (Table 1). The average annual temperature is 19)63C, the average
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winter temperature of 9)13C, and the average summer temperature is 31)43C (Meek,
1990). The average wind speed at the airport in Daggett is 5)5 m s~1 at a height of 6)1 m
and is typically from the west (National Climate Data Center, 1993).

The vegetation in undisturbed areas of the basin in dominated by an association of
Larrea tridentata and Ambrosia dumosa, with minor occurrence of Atriplex polycarpa,
Atriplex hymenelytra, Atriplex canescens, Ephedra californica, and Opuntia spp. Prosopis
glandulosa occurs in some areas of the basin. Areas that have been disturbed directly by
human activity are dominated by A. polycarpa with total cover often greater than that in
undisturbed desert. Schismus, an exotic annual grass, in ubiquitous, but grass cover
varies significantly with yearly precipitation.

There has been extensive human activity in the Manix Basin with several phases of
agriculture utilizing ground-water recharged by the Mojave River. The basin was used
for dryland farming in the 1800s (Tugel & Woodruff, 1978). Limited irrigated
farming started in the basin in 1902 with the acreage of irrigated land increasing sharply
after World War II (Tugel & Woodruff, 1978). Today alfalfa hay is the major
agricultural product. In the Coyote Dry Lake sub-basin, square flood-irrigated fields and
abandoned flood irrigation equipment are seen in early Landsat images. After the
mid-1970s, central-pivot agriculture became the dominant form of land use in the area,
but many fields have since been abandoned throughout the northern part of the basin
due to increasing costs of ground-water pumping (Ray, 1995).

Methods

In this study a series of Landsat Multispectral Scanner (MSS) and Airborne Visible
Infrared Imaging Spectrometer (AVIRIS) images from the Manix Basin from 1979,
1982, 1985, 1988, 1997, and 1998 were used in order to identify areas of blowing sand
associated with central-pivot agriculture in the basin. AVIRIS measures the total upwell-
ing spectral radiance in 224 bands from 400 to 2500 nm in 20-m ground pixels from
a NASA ER-2 aircraft flying at 20-km altitude. Landsat MSS measured upwelling
radiation in four visible-near infrared broad multispectral bands in 80-m ground pixels.
Geographical information about the extent and locations of blowing sand were the
object of the remote sensing analysis. Simple spatial information is readily available from
uncalibrated remote sensing images. Therefore, no attempt was made to calibrate the
images or correct for atmospheric scattering. The images were incorporated into
a geographical information system.

A series of field trips between 1996 and 1999 were undertaken to the Manix Basin in
order to verify remote-based observations of sand blow-outs. In 1998 and 1999,
perennial vegetation cover was estimated at several sites in the Manix Basin by measur-
ing individual plant diameters in circular plots with 5-m radii (12 replicates each) and
assuming full, circular shrub canopies.

Finally, a quantitative assessment of observed wind erosion and deposition rates was
undertaken in order to link observed phenomena with physical and mathematical wind
erosion models.

Results and discussion

Remote observation from the Manix Basin

The Landsat MSS and AVIRIS images taken in Fig. 1 clearly indicate the growth of
sand blow-outs downwind of abandoned agricultural fields in the Manix Basin. Deposit-
ion of sand downwind of the fields is a progressive process, with sand plumes lengthen-
ing in each successive image. No regrowth of perennial vegetation was observed in these
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Figure 1. 1979}1988: Landsat Multispectral Scanner (MSS) images of the Manix Basin. Red is
MSS band 4 (800}1100 nm), green in MSS band 2 (600}700 nm), and blue is MSS band
1 (500}600 nm). Interstate 15 goes diagonally through the centre of the images. North is up and
active fields appear bright red in these images. The wind blows from west to east across the basin
causing sand blowouts to appear as bright areas east of the fields. Arrows indicate the progressive
appearance of sand mobilized from agricultural fields. 1997: An Airborne Visible Infrared
Imaging Spectrometer (AVIRIS) image of the same area taken in 1997, and processed to display
colours in the same way as in the MSS images. The relative sharpness of this image is due to the
higher spatial resolution of the AVIRIS instrument. The dark-red area C consists of two fields
covered with A. polycarpa while area A is an abandoned field with very little shrub cover. Both
areas exhibit dramatic sand blowouts downwind.

4 G. S. OKIN ET AL.

JARE 20000711



T
ab

le
2.

D
ir

ec
t

an
d

in
di

re
ct

di
st

ur
ba

nc
e

fo
r

so
m

e
se

le
ct

ed
fie

ld
s

in
th

e
M

an
ix

B
as

in

T
ot

al
tim

e
T

im
e

si
nc

e
A

re
a

su
bj

ec
t

to
A

re
a

su
bj

ec
t

to
cu

lti
va

te
d

ab
an

do
nm

en
t

di
re

ct
di

st
ur

ba
nc

e
in

di
re

ct
di

st
ur

ba
nc

e
L

oc
at

io
n

In
di

re
ct

/d
ir

ec
t

(s
ee

F
ig

.
1)

(y
ea

rs
)

(y
ea

rs
)

S
oi

l
T

ex
tu

re
(h

a)
(h

a)
(a

re
a

ra
tio

)

A
'

7
(

10
S

an
d/

lo
am

y
sa

nd
18

5
51

8
2)

8
B

1
26

S
an

d/
lo

am
y

sa
nd

62
10

9
1)

8
C

5
15

,
17

S
an

d
18

2
24

1
1)

3
D

6
11

L
oa

m
y

sa
nd

79
91

1)
2

E
6

to
8

10
,

14
L

oa
m

y
sa

nd
12

4
33

0)
3

5DEGRADATION OF SANDY ARID SHRUBLANDS

JARE 20000711



sand plumes. Thus, the occasional darkening of the sand blow-outs is inferred to be due
to annual vegetation related to winter rainfall. Annual cover can be relatively high in wet
years, but seldom lasts through the spring and summer months.

Anthropogenic disturbance in the Manix Basin may be separated into two types:
direct and indirect. Direct anthropogenic disturbance refers to human activities and the
consequence of those activities in the area in which they were performed. This includes
the actual fields, roads, pastures, corrals, trails, and so on that are affected by land
use practices. Indirect disturbance refers to the consequences of direct disturbance in
areas not directly disturbed. Our observations demonstrate that both direct and indirect
disturbance are extensive in the Manix Basin, and that they are coupled by wind erosion
and redeposition of wind-blown sediment.

Ray (1995) has reported that in 1985 agriculture in the Manix Basin reached its
greatest extent with 37 active central-pivot irrigated fields accounting for 3062 ha of land
in cultivation. Agricultural activity in the basin has decreased in the last decade. Thus, at
least 3000 ha of land have been directly disturbed in the Manix Basin. By areal analysis
of 1998 AVIRIS data, the relative areas of direct and indirect disturbance were identified
in the form of sand blow-outs, for some of the fields in the Manix Basin (Table 2). No
clear relationship was found between time of abandonment nor of cultivation with the
magnitude of indirect disturbance. All fields were located in soils with sandy or loamy
sand soils, the dominant soil textures in the basin (Tugel & Woodruff, 1978).

Sand may be blown several kilometres beyond the downwind boundary of a field and
therefore the area of indirect disturbance can exceed the directly disturbed area by
several-fold. With 3000 ha of land directly disturbed in the basin, 3000 to 9000 ha of
land may be expected to be indirectly disturbed by agriculture. This sums to
6000}12,000 ha total disturbance or 15}30% of the total basin floor area, and approx-
imately 23}45% of the non-playa area of the basin. Other disturbances, such as housing
developments and roads are also present in the basin, while large areas of the basin are
taken up by the Coyote and Troy playas. Anthropogenic degradation appears to have
a major impact on land quality and status in the Manix Basin.

Field observations in the Manis Basin

Direct disturbance

Before the fields of the Manix Basin could be cultivated they were cleared of vegetation.
Vegetation cover shelters the soil from the erosive force of the wind by: (1) reducing the
force of the wind near the ground; (2) extracting momentum above the surface (Wolfe
& Nickling, 1993); and (3) trapping soil particles in transport (Lancaster & Baas, 1998).
Tillage destroys fragile surface armours, thereby reducing the threshold shear velocity
(Gillette et al., 1980; Gillette, 1988; Tegen & Fung, 1955; LoH pez, 1998). Vegetation
removal and soil cultivation, therefore, have the combined effect of dramatically
increasing soil erodibility in the Manix Basin (as seen in Fig. 1). Mechanical agriculture
itself visibly mobilizes dust and sand on windy days and ensures that the soil surface is
exposed for at least part of the year. Active fields, therefore, become sustained sources of
material for aeolian transport immediately upon clearing.

The magnitude of deflation associated with wind erosion of agricultural fields in the
Manix Basin is difficult to quantify. However, in one agricultural field in the Manix
Basin abandoned about 30 years ago (Fig. 1, area F), wind erosion has led to an average
deflation rate of more than 1)5 cm per year, as evidence by wind excavation of buried
irrigation pipes. These pipes provide a rare field constraint on deflation, as the vertical
feeder sections were once flush with the ground.

Areas that have been cleared to vegetation and then abandoned follow one of two
principal trajectories with respect to their vegetative cover. Areas may be recolonized
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Table 3. Percent cover by species in undisturbed desert compared with areas on
abandoned central-pivot agriculture fields

Undisturbed On-field
(low-cover)

On-field
(high cover)

Larrea tridentata 4)8% 0)8% 0)0%
Ambrosia dumosa 1)1% 0)4% 0)0%
Atriplex polycarpa 0)8% 8)3% 32)5%

Total fractional cover 6)7% 9)5% 32)5%

Plant counts were carried out in February 1998 and April 1999 in 5-m radius circles.
The ‘Undisturbed’ plant cover data represent three sites with 12, 4, and 12 replicates, respectively.
The ‘On-field (low cover)’ data represent two sites with 12 replicates each. The ‘On-field (high cover)’ data
represent one site with 8 replicates.

principally by A. polycarpa, a perennial shrub, and annual exotic grasses such as
Schismus. Perennial vegetation cover estimates from various sites in the Manix Basin are
shown in Table 3. We found 8 to 30% cover a A. polycarpa on abandoned fields, while
undisturbed areas typically have approximately 5 to 7% cover, dominated by L.
tridentata. In some cases, only the upwind portions of abandoned fields support a low
cover of A. polycarpa, even after a decade or more of disuse. This may be due to the fact
that fetch, and therefore, mass transport rate of the wind, is lowest here, minimizing
plant abrasion and seed removal. These fields have only been abandoned for at most 30
years, and are nowhere near the 65 years Carpenter et al. (1986) estimate for a creosote
bush scrup community to approach climax conditions nor the several hundred years
estimated by Vasek et al. (1975). Stylinski & Allen (1999) have suggested that in arid
shrublands, altered stable states can occur if a community is pushed beyond its threshold
of resilience by anthropogenic disturbance. The dramatic differences between
abandoned agricultural fields and undisturbed desert in the Manix Basin after several
decades certainly argue for centuries for recovery, if it occurs at all.

Some of the abandoned fields in the Manix Basin do not support any native perennial
vegetation, even after a decade or more of disuse. This may be explained by: (1)
transport of sand by wind over the exposed soil surface killing young seedlings; and/or
(2) absence of climatic or soil conditions suitable for plant germination (Lovich & Bain-
bridge, 1999). In an experiment aimed at restoring Mojave Desert farmland by seeding
native plants in order to reduce dust emissions, Grantz et al. (1998) found A. canescens
could be established in areas without deep sand. However, ‘this revegetation was
achieved in an anomalous year with above average and late rainfall that eliminated early
competition from annual species and later fostered abundant shrub growth. This success
was not reproducible in more normal years’. Thus, natural germination of native
perennial vegetation on abandoned fields may be rare, explaining the lack of cover on
some abandoned fields in the Manix Basin. The importance of germination conditions
highlights the dramatic role of interannual climate variability and long-term regional
climatic conditions on the response of these ecosystems to human disturbance. Bare
fields in the Manix Basin may be expected to take much longer than the vegetated fields
to approach climax conditions, if they recover at all.

Once fields are abandoned, they serve as sources of wind-borne sediment at least until
a deflationary soil pavement is re-established or they are some how crusted (LoH pez,
1998). Landsat MSS and AVIRIS imaged in Fig. 1 depict the mobilization of sand from
abandoned agricultural fields in the Manix Basin. Area C, which appears as dark red in
the 1997 AVIRIS image, is a set of two fields abandoned in the early 1980s according to
Landsat images of the basin from 1973 to 1992; area A was abandoned in 1988 (Ray,
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Figure 2. Photograph taken in an abandoned field in the Manix Basin after a fire in the summer
of 1998 showing the response of highly disturbed areas to fire. Prior to the fire, this abandoned
field had been covered with approximately 30% cover of A. polycarpa. Most individuals in the path
of the fire in the area of high A. polycarpa cover were killed as shown here. Nearby, in adjacent
undisturbed desert, only the annual grasses burned and perennial plant mortality was low.

1995). Areas downwind of both fields show significant sand encroachment even though
area A has almost no cover and C has relatively high (&30%) A. polycarpa cover. Thus,
even after regrowth of A. polycarpa, abandoned fields remain sources of aeolian sand.
High A. polycarpa cover may increase roughness length and decrease boundary layer
velocity, but once the soil crust was removed, these soils clearly remained.

A notable consequence of the trajectory that areas of direct disturbance follow is their
potential response of fire. Lovich & Bainbridge (1999) have reported a 10-year average
of 175 fires in the Mojave and Colorado deserts of California that affected an
average of 10,927 ha annually. Besides this, there are no published definitive studies of
fire return intervals or typical areas burned in individual fires in the Mojave Desert.
Nonetheless, it is clear that fire has only recently become a factor in shaping the structure
and dynamics of plant communities in the Mojave Desert. In prehistoric times, limited
biomass, large intershrub spacing, low combustibility of some native plants and sparse
ground cover to support and propagate combustion are thought to have led to very low
fire frequencies. The recent proliferation of exotic annual plants has increased the fuel
load and fire frequencies in many ecosystems around the world have increased in recent
years (Lovich & Bainbridge, 1999).

A fire in the Manix Basin that occurred in June 1998 indicates that areas of high
A. polycarpa cover have different fire responses than undisturbed areas or aban-
doned areas of direct disturbance with little or no vegetation regrowth. After the 1998
Manix Basin fire, the mortality of nearly all shrubs on the A. polycarpa-covered aban-
doned field was observed. The same fire burnt a nearby undisturbed area dominated by
L. tridentata and A. dumosa. Here, the fire killed few shrubs and was only sustained in
areas with a dense cover of exotic annual grasses as a type of under-storey fire. A fire in
an abandoned field covered with A. polycarpa, therefore, re-exposed the soil surface to
wind erosion while a fire in an undisturbed area has little effect on the landscape
(Fig. 2). Disturbed areas that are subsequently burned therefore are likely to have much
longer recovery times than their unburned neighbours, both due to fire mortality and the
enhanced vulnerability of burnt landscapes to wind erosion.
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Figure 3. Photograph taken downwind of an abandoned field in the Manix Basin in the spring of
1988 displaying evidence of active sand movement (sand ripples) and plant mortality. The plants
in the foreground are L. tridentata and A. dumosa individuals that have been buried, abraded and
ultimately killed by the encroaching sands.

Indirect disturbance

Indirect disturbance in the Manix Basin primarily takes the form of redeposition of
wind-borne sediments onto previously undisturbed adjacent lands. Three types of
material are removed from abandoned agricultural fields by wind erosion: saltation-sized
particles, suspension-size particles, and organic litter. The removal of all three con-
tributes to indirect disturbance. Saltation of large particles results in their redeposition
wherever wind velocities drop, typically in adjacent, downwind vegetated areas or in the
lee of plants growing on the field itself.

The encroachment of blowing sand into adjacent shrublands has dramatic conse-
quences for the landscape. Field observations indicate that blowing sand abrades plants,
resulting in leaf stripping and damage to the cambium and therefore to the plant’s ability
to distribute and use water. Young plants are especially vulnerable to the effect of
blowing sand as they lack woody tissue. This results in the suppression of revegetation in
bare areas and the loss of vegetation on adjacent lands. Nitrogen-fixing microbial
communities and cryptobiotic crusts are buried by sand, reducing inputs of nitrogen to
the soil (Belnap et al., 1993; Evans & Belnap, 1999).

Blowing sand creates dunes in the wind-shadows of plants. Inspection reveals that
these dunes typically have a coarser texture than the material from which they were
derived, a result of the progressive removal of fines in a continual process of winnowing
(Gibbens et al., 1983; Hennessy et al., 1986; Lyles & Tatarko, 1986). Dunes can
grow and coalesce resulting in: (1) burial of large plants not able to grow fast enough
to keep up with dune growth; (2) burial of all vegetation including very young shrubs
in inter-shrub spaces; and (3) complete blanketing of the soil surface by sand.
The persistence of branches and twigs from buried or abraded vegetation decreases
the erodibility of the surface, but with time these disintegrate (Fig. 3). Since new
vegetation growth is inhibited by blowing sand, the ability of vegetation in stem erosion
is limited.
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Anthropogenic additions

Chemical fertilizers or other soil amendments are often added to agricultural fields to
increase productivity or soil workability. Inorganic salts also may be added inadvertently
to the soil as irrigation water evaporates. The transportation of materials from an area of
direct disturbance may be accompanied by the dispersal of these soil additives across the
landscape. The dispersal of salts by wind onto adjacent undisturbed areas may contri-
bute to the decreased plant growth on these areas by increasing osmolyte concentrations
in soil solutions. Okin et al. (in press) have reported that Cl~, SO~2

4 , and Na` are
significantly elevated on and downwind of an abandoned field in the Manix Basin
relative to the upwind areas as salts have spread with the moving sands. On the field,
Cl~, SO~2

4 , and Na` accumulated at average rates of approximately 9)9, 30, 29% per
year, respectively over 7 years. This represents a dramatic addition of ions to the soil and
may limit the usability of these areas for extended agriculture or influence the recovery of
agricultural fields after abandonment.

Soil additives (including nitrate and phosphate) act as chemical tracers of mass flux
and determine the relative effects of physical abrasion and nutrient loss in propagat-
ing desertification in arid shrublands. Okin et al. (in press) have reported significantly
elevated concentrations of plant-available N and P on and downwind of an abandoned
field in the Manix Basin. Fertilizer has been broadcast across the landscape as the soil
from the field has been transported by wind. Despite elevated nutrient concentrations on
the abandoned agricultural field at Manix, the absence of shrubs on this field indicates
that recolonization of fields by native shrubs after their abandonment is not simply
related to nutrient content of the soils, but is dependant more on germination conditions
as suggested by Grantz et al. (1998). The area immediately downwind of the fertilized
field has seen an increase in plant mortality and not a bloom in response to increased
nutrient concentrations. This indicates that abrasion and burial of vegetation may
dictate a landscape’s response to wind erosion, especially in years without favourable
germination conditions.

Quantitative assessment

Are the observed rates of deflation and burial of adjacent lands that are suggested
quantitatively plausible in the Manix Basin? Using published threshold shear velocities
and equations for the flux of wind-borne sediments, we conclude that observed defla-
tion rates at the Manix basin are reasonable in light of literature values and theoretical
considerations. Our quantitative assessment thus provides insight into the magnitude
of deflation, redeposition of saltation-sized particles, and emission of nutrient-laden
dust.

With erosion and transport processes have been reviewed many times in the literature
(see for example Greeley & Iversen, 1985; Table 3)5). Here, the analysis of Bagnold
(1941) will be followed because it is still prevalent in the modern literature of aeolian
transport and because it provides a simple method for determining the magnitude of
sand transport. From momentum considerations and simplifying assumptions about the
path of saltating grains, Bagnold derived a relationship for the horizontal mass flux of
saltating grains integrated over all heights:

q"CS
d
D

oa

g
U 3

* , (1)

where q is the horizontal mass flux in g cm~1 s~1, U* is the shear velocity, d is the grain
diameter of the sand in question, D is the grain diameter of a standard 0)25-mm sand,
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oa is density of air, g is the acceleration due to gravity, and C is 1)8 for a naturally graded
sand. Assuming that d"D, Bagnold’s equation simplifies to

q"1)5]10~9 (U!Ut)3, (2)

where U is the wind velocity and Ut is the threshold wind velocity measured at 1 m
height. U and Ut are related to shear velocity, U*, and threshold shear velocity, U*t ,
respectively, by Bagnold’s formula:

Uz"
U*

k
ln A

z
z
0
B, (3)

where Uz is wind speed at height z, k is von Karmann’s constant taken to be 0)4, and z
0

is
the roughness length (Bagnold, 1941).

Shao & Raupach (1993) have shown from energetic considerations that vertical dust
flux due to suspension, F, in mass per area per unit time is linearly related to q. Based on
this, Gillette et al. (1997) have obtained a value for F /q of 5)4]10~4 m~1 from wind
tunnel experiments, which is of the order of that for sandier soils (Gillette, 1977; Shao
& Raupach, 1993; Gillette et al., 1997) and is therefore applicable here.

For a field with cross-wind diameter, x, and area, A:

*qsaltation"
q
oB

x
A

, (4)

where oB is the bulk density of the soil and rate of deflation due to saltation, *qsaltation, is
expressed as cm year~1. oB is taken to be 1)25 Mg m~3 for a dry, medium-texture

mineral soil (Brady & Weil, 1999), x is taken to be 750 m, and A"

n
4

x2 for a circular

field. A /x is a equivalent to erosive fetch. The total average mass rate of erosion is:

F
Total

"q A
x
AB#F+q A

x
AB , (5)

and the total deflation rate (in cm year~1) is given approximately by:

*qtotal"*qsaltation#*qsuspension"
q
o
B
A

x
A
#

F
qB, (6)

where the mass flux due to saltation, q, depends on a detailed wind record, z0, and U*t
by

equations (2) and (3).
The threshold shear velocity required to account theoretically for *qTotal"

1)5 cm year~1 in the Manix Basin was found iteratively using equation (6), Gillette
et al.’s (1997) value for F /q"5)4]10~4 m~1, z

0
"0)04 cm (an average of values

reported by Gillette et al. (1980) for non-playa, uncrusted soil), and the wind conditions
at Daggett Airport in the Manix Basin where wind speed has been collected hourly since
1961. U*t was found to be 103 cm s~1, well within the bounds of reported values for arid
agricultural soils of 20}132 cm s~1 (Gillette, 1988). These results indicate that empiric-
ally-understood processes can account for observations in the Manix Basin and, there-
fore, that it is reasonable to invoke these processes to drive indirect disturbance in the
conceptual model developed here.

The value q"8)56 Mg m~1 year~1 calculated from U*t"103 cm s~1 by equation (2)
implies that the equivalent of 108

}109 sand grains saltate through each metre of width
per year. In fact, considering that the majority of wind erosion occurs during storms of
a few days in duration, this constitutes an extremely concentrated attack on vegetation
and is capable of overwhelming plants’ self-healing capabilities.
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The effect of abrasion acts in tandem with redeposition and dune forma-
tion to compromise vegetation in adjacent downwind areas. The total volume, V
in m3 year~1, of soil moved by saltation from an abandoned agricultural field is
given by:

V"

qx
oB

T, (7)

where T is the time in years before the re-establishment of an armoured surface. If the
density of the soil is approximately the same after redeposition downwind, volume is
conserved and the average depth of burial is given by V/Ab , where Ab is the area buried
by the mobilized sand, which can be estimated from remote sensing imagery. Area C in
the Manix Basin (Fig. 1, Table 2) has been abandoned for 16 years and has a sand
plume downwind with an area of 241 ha. Using the value of q calculated above, we
estimate that the average depth of this sand plume is 6)8 cm. However, mobilized sand
usually accumulates in the wake of plants, leading to dunes larger than the average depth
of burial. In the Manix Basins we have observed dunes greater than 1 m in height. There
is currently no theory for determining dune height based on flux measurements or
calculations.

Using Gillette et al.’s (1997) value for F /q, and reasonable values for x/A, q(x /A)
should always be greater than F, indicating that sand mobilization is more important as
a wind erosion process than dust emission is terms of mass loss. However, dust emission
represents the permanent removal of material from the regional ecosystem due to its
potential for long-range transport. Nutrients, especially P, are often concentrated on
small particles in soils (Avnimelech & McHenry, 1984; Leys & McTainsh, 1994).
Assuming constant suspension flux, the removal of nutrient i from the bulk soil at time
t may be written as:

F d
i (t)"Cd

i (t) F, (8)

where Cd
i (t) is the concentration of soil nutrient i on the emitted dust and has

units of mass of nutrient per mass dust. F d
i (t), therefore, is in units of mass of

nutrient i lost per unit area per unit time. The mass per unit area of soil in a layer of
depth, D, is:

MD
"oBD, (9)

and therefore, the reservoir of nutrients in this layer is Cs
i (t) MD, where Cs

i (t) is the
concentration of nutrient i in the soil.

Conservation of mass gives:

Ms,D
i (t#dt)!Ms,D

i (t)"Cd
i (t) Fdt, (10)

where Ms,D
i (t) is the mass of nutrient i at time t in a layer of soil of depth, D. Under the

approximation that MD is constant with time, we can divide equation (9) by MD

yielding:

Cs,D
i (t#dt)!Cs,D

i (t)+Cd
i (t)

F
MD dt, (11)

where Cs,D
i (t) is the concentration of nutrient i at time t in a layer of soil of depth, D. The

ratio of Cd
i (t) to Cs,D

i (t) is assumed to be a constant, ki, that is analogous to a chemical
fractionation factor for nutrient i between dust and the bulk soil.

Rearranging equation (10) yields:

dCs
i

dt
+!ki

F
oBD

Cs
i . (12)
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Therefore, the time for the concentration of nutrient i in a layer of soil of depth D to drop
by 1/e times its original value is given by tD

i :

tD
i "

oBD
kiF

"

tD

ki

, (13)

where tD is the time it takes to completely excavate a layer of depth D with a mass flux
rate equal to F. For D"0)05 m (a typical sampling depth), F"4)62 kg m~2 year~1 (at
U*t"103 cm s~1) and with a bulk density of 1)25 Mg m~3, tD is approximately 14 years.
Reported values of nitrogen enrichment in Australian arid zone soils are in the order of
10 (Leys & McTainsh, 1994; Carter et al., 1999), although Larney et al. (1998) have
reported values as low as 1)1.

Talbot et al. (1986) have reported concentrations of water-soluble N and P in Saharan
dust of 2)58 mg g~1 and 123 lg g~1 respectively. Using the inferred threshold shear
velocity of 103 cm s~1 and equation (7), we calculate N and P losses of 1200 lg cm~2

year~1 (120 kg N ha~1 year~1) and 57 lg cm~2 year~1 (5)7 kg P ha~1 year~1), respect-
ively. Typical concentration of N and P reported by Schlesinger et al. (1996) in
undisturbed Mojave Desert soils are approximately 2 lg N g~1 and 0)66 lg P g~1,
respectively. Comparing these values with those of Talbot et al. (1986) implies that
kN and kP may be as high as 101

}103 and therefore that tD
i may be as small as a few years.

Available N and P concentrations at a site in the Jornada Basin measured by Okin et al.
(in press) indicate approximately a 5-fold net loss of available N and a 3-fold net loss of
plant-available P in the 8 years since the establishment of the site. Thus, the e-folding
times of N and P, tD

N and tD
P , in this surface soil undergoing active deflation and aerosol

emission are inferred to be approximately 5}10 years. Wind erosion, therefore, impacts
soil fertility in areas of both direct and indirect disturbance on short timescales. This has
dramatic implications for nutrient availability in disturbed areas, especially for seed
germination in surface soils where the degree of nutrient depletion will be greatest.

Conclusions

Anthropogenic desertification of arid shrublands

Extensive remote sensing, field, and quantitative assessment of arid land degradation in
the Manix Basin leads us to conclude that in arid shrublands direct anthropogenic
disturbance resulting in the destruction of soil crusts and vegetation cover can cause
indirect disturbance of adjacent areas by initiating the disintegration of islands of
fertility. Figure 4 illustrates a proposed model for the degradation of arid shrublands
based on these observations. The inferred sequence can be visualized as:

(1) Transport of sand from disturbances resulting in deflation of the disturbed
surface.

(2) Mobilization of dust and plant litter by wind, depleting the soils of nutrients in
areas of direct disturbance.

(3) Damage to and burial of plants by saltating sand in adjacent downwind areas.
(4) Reduction of vegetation cover downwind, leading to an expanding area in which

wind removes dust and litter material, depleting the soils of nutrients.

A feedback threshold may be reached when these mechanisms act to dramatically
reduce shrub cover in previously undisturbed areas. The accessibility of this threshold is
related to allogenic changes in regional climate and interannual variability. Reduced
precipitation or increased temperature may exacerbate landscape vulnerability and
cooler, wetter conditions may aid amelioration.
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Figure 4. Process model for shrubland degradation developed from observations at the Manix
Basin, California. Direct disturbance through vegetation, crust, or pavement destruction drives
aeolian transport which leads to indirect degradation in the form of reduced cover in adjacent
areas.

Nutrient relations and soil resources

Shrubs are the loci of nutrient accumulation and represent islands of fertility in shrub-
land ecosystems (Schlesinger et al., 1990). How then does wind erosion affect soil
resources in degraded shrublands?

Nutrient removal from islands of fertility has three main mechanisms: (a) physical
removal of litter and organic matter by the wind; (2) wind suspension of dust particles
with a high concentrations of plant nutrients (Leys & McTainsh, 1994); and (3)
retarded accumulation of organic N due to increased surface and air temperatures (Post
et al., 1985). In areas of indirect disturbance, the mantle of winnowed dune sand may
lead to decreased fertility of the surface soil, which is vital for seedling establishment.
Areas of direct disturbance which are the sources for dune sand will also become less
fertile through preferential removal of fines by wind. Removal of litter beneath shrubs
limits the future availability of organic N and C to plants (Lyles & Tatarko, 1986;
Schlesinger & Pilmanis, 1998).

Islands of fertility associated with shrubs are normally sites for recolonization by
seedlings (Schlesinger & Pilmanis, 1998). These young plants are more vulnerable to
sand abrasion and burial than their mature predecessors and their establishment may be
limited. In many areas adjacent to abandoned agricultural fields in the Manix Basin,
shrub sites are generally not recolonized and become areas of soil nutrient removal,
effectively dismantling the islands of fertility. Schlesinger & Pilmanis (1998) have
reviewed field experiments in which shrubs have been removed by cutting, herbicides, or
fire. These studies show variable rates of soil degradation, but in each case, ‘a loss of the
local biogeochemical cycle associated with shrubs has allowed physical processes to
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disperse soil nutrients across the landscape’. Thus, the progressive reduction in fertility
acts in tandem with the mechanical action of sand to further decrease shrub cover which,
in turn, increases the susceptibility of the land of wind erosion. The permanent removal
of suspension-sized particles from the soil by wind erosion results in a change of the soil
texture, which may also reduce soil binding properties, resulting in increased wind
erodibility.

In a study aimed at determining the effect of wind erosion on nutrient availability,
Okin et al. (in press) have measured available N and P at a disturbed site in the Jornada
LTER site in south-central New Mexico. Their results indicated that surface soils
upwind of the disturbance are richer in available N and P than those from downwind, if
the soils from the upwind transect are considered representative of the original condi-
tions throughout the study site. This indicates approximately a 5-fold net loss of
available N and a 3-fold net loss of plant-available P from the soils blown off of the
disturbed area. In addition, the site itself lost nearly 94% of its available N and nearly
79% of its plant-available P. Similar results have been reported by Leys & McTainsh
(1994) in Australia.

The nutrient cycle may be further disrupted when soil microbial communities are
buried or destroyed by blown sand, minimizing their ability to fix atmospheric nitrogen
and add it to the nutrient reservoir of the soil. The burial of cryptobiotic crusts also
reduces their ability to enhance infiltration of water leading to decreased near-surface
soil moisture (Belnap et al., 1993; Belnap, 1995).

It has been suggested by Gibbens et al. (1983), Lyles & Tatarko (1986), Hennessy
et al. (1986), and Leys & McTainsh (1994) that permanent removal of suspension-size
particles from the soil by wind erosion may reduce water-holding and cation-exchange
capacities. This may result in less water in the surface soil, marginalizing the water
balance of desert shrubs and increasing their susceptibility to drought and climate
change. On short timescales, this may be particularly important for the establishment of
annual grasses. In wet years, these grasses form a carpet that reduces the susceptibility of
soils to wind erosion (Lancaster & Baas, 1998). In dry years, decreased near-surface soil
moisture makes the landscape more vulnerable to wind erosion. Dust storm frequency
has been correlated with reduced soil moisture, indicating that soil erosion and nutrient
removal are accelerated by decreased soil moisture (Brazel & Nickling, 1987).

Lessons for land managers

Several aspects of the arid shrubland degradation observed at the Manix Basin can
provide lessons for land management in these environments. Wind erosion is the
principle mechanism of degradation in arid shrublands on basin floors. The principle
consequences of land degradation are therefore:

(1) sand blasting of vegetation and equipment;
(2) burial of vegetation and equipment;
(3) dust emissions leading to decreased nutrient availability, cation-exchange capa-

city, water-holding capacity, and atmospheric pollution.

For virgin lands, not already converted to human uses, we stress that if possible, arid
shrublands with sandy wind erodible soils should not be used for many activities. These
are extremely fragile lands, the degradation of which could easily upset marginal
economic gains from their cultivation or make recreation and habitation impossible.
Furthermore, disturbance of arid shrubland landscapes may disturb successional pro-
cesses, resulting in permanent landscape change. Where development is deemed neces-
sary, planning must precede plowing. The principle consideration must be the wind
erodibility of soils. In the United States, county-wide soil surveys typically provide
information on soil texture. Soils of sandy or loamy sand textures, even when covered by
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a thin layer of protective crust (deflationary crust, desert pavement, or cryptobiotic
crusts), are very vulnerable to wind erosion. Activities which break up soil crusts and
destroy vegetation are best avoided. High-risk activities include agriculture, grazing,
ORV recreation, and military training. Roads, when necessary, should be situated to
minimize the area of wind-erodible soils affected. The location of natural wind
breaks such as trees, hills, and mountains should also be used to determine the location
of planned developments.

For land already under cultivation or used for recreational purposes, we suggest
technological and logistical methods for minimizing the effects of wind erosion in
local vegetation, crops, and infrastructure. Equipment, sheds, and other buildings
should be situated upwind of fields so that they are not sandblasted or buried. Fields,
likewise, should not be situated such that one is close to and downwind of another, or
else sand eroded from one will be deposited on another. Talbot (1947) has observed that
uncultivated areas between fields in the extremely sandy western lowlands of the Cape
Province, South Africa, may stem wind erosion and keep redeposition of sand from
occurring in undesirable places. Other wind breaks, preferably indigenous plants which
do not need to be watered after establishment, will also help stem erosion. Attempts must
be made to keep vegetation on fields as much as possible. In light of this, nitrogen-fixing
cover crops may be planted which would minimize erosion and add nitrogen when tilled
back into the soil. Fallow periods, especially in the windiest time of the year should be
avoided, and cover crops planted instead. Fertilizers may need to be added every few
years, when significant nutrient loss is detected and when nitrogen-fixing cover crops are
not sufficient to renew the soil resources. When abandoned, fields should be planted
with a final, long-lived perennial indigenous cover that will help minimize wind erosion
for years to come, and will allow natural succession processes to take place.

Novel management techniques may provide the best opportunities for sustainable
management of arid shrublands. We suggest yearly monitoring of soil nitrogen and
phosphorous in order to identify times or places where dust emission has significantly
depleted the soil of nutrients. Where possible, use should be made of remote sensing and
precision farming technologies to ascertain soil condition and to respond appropriately.
Carter et al. (1999) have reported success in stemming erosion and improving soil
conditions by adding clays of sub-soil origin to sandy soils in Western Australia. These
and other techniques could be used to dramatically improve the sustainability of
agriculture in arid lands.

Agriculture in the Manix Basin is a good example of unregulated and unmanaged
human activities for short-term gain leading to long-term loss of value. As farming in the
basin has became less profitable, farmers, simply abandoned the land to natural degrada-
tion processes without implementing long-term remediation strategies. A principal lesson
from this area, therefore, is that policy mandates and financial incentives need to be put
in place which promote soil conservation initiatives during land-use and require restora-
tion of the landscape after cultivation stops. Efforts at remediation do not need to
focus on restoring the environment to its pristine condition, although this is preferable.
Instead, they can focus on halting or slowing soil erosion of planting long-lived, native, and
perennial shrubs that will partially protect the surface. Funds for post-agriculture remedi-
ation should be earmarked before cultivation begins, and must be considered a part of the
cost of business in vulnerable lands. In this way, remediation becomes the responsibility of
the short-term land-user and not someone else’s long-term problem.

Regional drivers and effects

In addition to the increasing intensity of human disturbance, arid lands are affected
by changes in regional climate. How might climate change affect arid shrubland
degradation?
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The 1980s and 1990s—the decades in which large areas of the Manix Basin were
abandoned from agriculture and in which the greatest land degradation has been
seen—were neither unusually windy nor dry. The annual average wind speed for the
period 1961 to 1990 was 5)5 m s~1, identical to the period of 1980}1989 (National
Climate Data Center, 1993). Annual precipitation was only slightly higher between
1970 and 1990 than for the period 1941 to 1997 (Table 1). When the decadal-scale
regional climate in the Manix Basin shifts to a windier or drier period, the area
affected by nutrient loss and aeolian sand mobilization may be expected to increase
dramatically.

There has been much discussion about the relative importance of human vs. indirect
climate drivers of desertification. Both can have a dramatic impact on the landscape
(Schlesinger et al., 1990; Brown et al., 1997). Climate change may either increase or
decrease anthropogenic effects on a landscape. For example, during wetter than
average years, the presence of annual grass cover greater than about 15% halts wind
erosion, and increased soil moisture leads to higher threshold shear velocities (Brazel
& Nickling, 1987; Lancaster & Baas, 1998). In drier than average years, threshold shear
velocity may be lower due to decreased soil moisture, and annual cover is greatly
reduced leading to accelerated degradation. In the northern Mojave Desert, Schultz
& Ostler (1993) have reported a dramatic decrease in total plant cover after only 4 years
of drought. Clearly, resistance to climate-induced changes is dependent on the degree of
anthropogenic disturbance and vice versa. Thus, regional decadal-scale climate condi-
tions may be expected to dramatically influence the rate of arid shrubland degradation.

Extrapolation to other areas

The primary driving mechanism in the process model developed from observations in
the Pleistocene paleolake Manix is the aeolian mobilization of sand, dust, and litter
material as initiated by anthropogenic disturbance of the surface crust and vegetation
cover. Any process that destroys the surface crust in an arid or semi-arid shrubland and
increases the boundary layer velocity over a soil with saltation- and suspension-size
particles will result in the progressive devegetation of the downwind area. Thus, our
model can be extended to incorporate any arid or semi-arid shrubland with a source of
wind-erodable material.

Other land forms in the arid south-west

Any arid shrubland with a source of wind-erodable, fine-grained material at the surface
may be susceptible to anthropogenic degradation. Our study of the Manix Basin
indicates that arid shrublands on Pleistocene paleolake beds are especially susceptible to
anthropogenic degradation. Pleistocene lacustrine deposits are common in basin floors
throughout the arid south-western United States, where large, shallow pluvia l lakes
existed during the Last Glacial Maximum (Smith & Street-Perrott, 1983; Morrison,
1991a, b). Closed basins that were once Pleistocene lakes exist in many now-arid areas
throughout the globe. The degradation observed in the Manix Basin is simply an
example which can be applied to similar geological environments globally. They exhibit
qualities that make them amenable for many human uses, such as very low slopes, little
or no relief, subsurface water resources, and fine-grained sediments suitable for farming
or other activities. Thus, the areas of greatest potential usefulness are also susceptible to
serious degradation.

The armoured soils of desert bajadas—defined as broad, gently inclined alluvial
surfaces extending from the base of mountain ranges to inland basins—may also be
susceptible to a similar process of human-induced degradation. Although these soils are
typically too gravelly or steep to be used for agriculture, these landforms may be wind
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erodible when disturbed by human activities. When present, the soil armour has been
argued to develop through the ‘born at the top’ model of McFadden et al. (1987),
wherein fine, wind-mobilized particles are trapped by surface cobbles that float atop the
accumulation of fine-grained material. Removal of the very stable desert pavement
therefore exposes a layer of extremely wind-erodable wind-derived material, sometimes
metres thick. Anthropogenic disturbance in these areas is likely to have profound
consequences. Certainly, ‘born at the top’ pavements downwind of areas of active dunes
will be at high risk of degradation should be cover of protective pebbles be disturbed.
Other soils of aeolian origin, including stabilized dunelands, will similarly be susceptible
to anthropogenic degradation of the type discussed here.

Cryptobiotic soil crusts—communities of cyanobacteria, lichens, and mosses—are
found throughout the world’s deserts. These crusts bind fine soil particles by linked
cyanobacterial fibres which protect the soil from wind erosion. Belnap (1995), Williams
et al. (1995), and Marticorena et al. (1997) have suggested that the presence of
cryptobiotic crusts dramatically decreases wind and water erosion. When disturbed,
cryptobiotic crusts lose most of their protective qualities allowing mobilization of the
underlying mineral soils. Shrubland areas with widespread cryptobiotic crusts are thus
also vulnerable to progressive degradation should human activities disturb these fragile
soil crusts.

Global implications

The problem of wind-induced land degradation is not limited to the south-western
United States. Greater use of mechanized agriculture in arid regions throughout the
world, as well as other land-use demands, is increasing the amount of arid and semi-arid
shrublands brought into cultivation or under human influence (see, for example, Luk,
1983; Kealah, 1989; Khalaf & Al-Ajmi, 1993; Zha & Gao, 1997; Kasusya, 1998;
Khresat et al., 1998; Koch & El Baz, 1998; Mitchell et al., 1998). This trend, linked with
political/economic instability or the marginal and water-limited nature of arid land
agriculture, makes sustainable arid region agriculture especially challenging.

Nations with a large proportion of their territory situated in arid environments with
wind-erodible soils are particularly vulnerable to the consequences of land degradation.
Great care needs to be employed in the responsible stewardship of these lands to
promote sustainable agricultural, and economic and social development.

Summary

Aeolian mobilization of dust, sand, and litter triggered by anthropogenic disturbance
contributes to the destruction of islands of fertility by killing shrubs through burial and
abrasion. This interrupts nutrient-accumulation processes and allows the loss of soil
resources by abiotic transport processes. The resulting reduction of vegetation cover, in
turn, increases susceptibility to wind erosion.

Land degradation processes necessarily exist in the context of regional climate and
can either be bolstered or hindered by climatic conditions and changes, a fact that makes
the rate of degradation ultimately climate-related. The process model developed here
suggests various remediation techniques to halt shrubland degradation, but ultimately
indicates that development of landscapes susceptible to wind erosion should be avoided
where possible.

In the face of largely unsustainable socioeconomic factors, the vulnerability of arid
lands to degradation argues for the development of linked degradation process models
and monitoring strategies in order to minimize environmental damage and to promote
sustainable management of human activities in arid lands. The dramatic landscape
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changes that accompany arid shrubland degradation can be monitored using present
and future remote sensing techniques and technologies. When informed by process
models, such as the one presented here, remote monitoring tools may be used in the
future to identify areas at risk of runaway degradation before large areas are adversely
affected.

Globally, degradation of already-marginal arid lands represents a dramatic threat to
local populations, food resources, and regional stability. Presently, the United Nations
Convention to Combat Desertification is before the United States Senate for ratification.
This treaty provides for scientific and technical exchange to combat desertification. The
processes of arid land degradation must be understood, effective monitoring tech-
niques developed, and effective remediation and management techniques imple-
mented to avoid costly and prolonged environmental crises. The model presented here
represents a small step in attaining these goals.

The authors wish to thank Drs Lancaster, Gillette, Monger, and Meek for their useful comments
on the manuscript.
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Abstract

Aeolian processes are tightly linked to soil and vegetation change in arid and semi-arid

systems at multiple spatial and temporal scales. Wind influences patterns of vegetation and soil

within the landscape, and these patterns control wind erosion at patch to landscape scales.

Aggregated at larger scales, patterns in soil and vegetation distributions influence global

distributions of dust and its biogeochemical impacts. Understanding the controls on aeolian

processes is therefore important not only in understanding the biogeochemistry and land cover

patterns in dryland environments, but also in understanding global land cover, climate, and

biogeochemistry. Although the microscopic physics that control aeolian processes are well

understood, the controls on these processes in real landscapes are poorly constrained,

particularly for structurally complex plant communities such as shrub-invaded grasslands. This

paper reviews the controls on aeolian processes and their consequences at plant-interspace,

patch-landscape, and regional–global scales. Based on this review, we define the requirements

for a cross-scale model of wind erosion in structurally complex arid and semi-arid ecosystems.
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Nomenclature

a ground area where wake flow intersects surface (cm2)
A supply limitation coefficient, 0pAp1 (dimensionless)
AB average basal area of plants in an area, s (cm2)
AP average profile area of plants in an area, s (cm2)
b average plant diameter (cm)
b ratio of drag coefficient of vegetated surface to drag coefficient of

unvegetated surface, b � CR=CS (dimensionless)
c empirical constant with value �0.37 (dimensionless)
C total fractional cover (dimensionless)
Cd drag coefficient (general notation) (dimensionless)
CR drag coefficient for plant (dimensionless)
CS drag coefficient for unvegetated soil (dimensionless)
d Kronecker Delta, d ¼ 1 when u�t4u�tv and d ¼ 0 otherwise (dimen-

sionless)
D displacement height (cm)
Fa vertical sediment (dust) flux for specified set of conditions (g cm�2 s�1)
g acceleration due to gravity (981) (cm s�2)
h average plant height (cm)
k Von Karmann’s constant (�0.4) (dimensionless)
K the ratio of vertical flux, F, to horizontal flux, q (cm�1)
L intershrub distance (cm)
Lmin the maximum distance that wake flow extends past the downwind edge

of a plant (cm)
l lateral cover, l � nbh=s (Raupach et al., 1993) (dimensionless)
n the number of plants in an area, s (dimensionless)
N plant number density, N � n=s (cm�2)
qeq equilibrium horizontal sediment flux for specified set of conditions

(g cm�1 s�1)
r density of air (g cm�3)
s area on the ground with n plants (cm2)
s ratio of the average plant basal area to average profile area, s � AB=AP

(dimensionless)
t surface shear stress (g cm�1 s�2)
u* wind shear velocity (cm s�1)
u*ts threshold shear velocity for an unvegetated surface (cm s�1)
u*tv threshold shear velocity for an vegetated surface (cm s�1)
U(z) wind speed at height, z (cm s�1)
z height above the surface (cm)
z0 roughness length (cm)

G.S. Okin et al. / Journal of Arid Environments 65 (2006) 253–275254



1. Introduction

The world’s arid and semi-arid regions cover more than 30% of the Earth’s land
surface. Conversion of grasslands to shrublands is occurring at an alarming rate in these
regions. Due to low and variable vegetation cover, aeolian processes (i.e. erosion and
transport of particles by wind and subsequent downwind deposition of these particles)
are prevalent in desert environments and wind is an important factor in redistributing
sediments and dust-borne nutrients. Redistribution of material by wind occurs at
multiple scales. At the plant-interspace scale, material can be scoured from interspaces
and deposited underneath nearby plants (Gibbens et al., 1983). At the patch scale, wind
can remove sediment from one area, deposit the coarse material in an adjacent area, and
remove the fine material (dust) for long-range transport (Okin et al., 2001a, b). At the
landscape scale, wind is an important geomorphic process (Greeley and Iversen, 1985).
At global scales, dust emitted in one region of the globe can be important in the
biogeochemistry of downwind ecosystems (Chadwick et al., 1999; Okin et al., 2004).
The two principal mechanisms for the transport of sediment by wind are saltation

and suspension. In saltation, particles are removed from the surface by aerodynamic
lift and travel in short, arcuate hops through the air (Bagnold, 1941). Dust particles,
fine particles with Stokes’ settling velocity less than the vertical component of the
wind velocity during turbulent flow, are transported by suspension. The primary
ecological consequence of saltation is the physical effect of saltation-sized particles
on soils and vegetation.

Unlike saltating silt and sand grains, dust particles are not removed from the
surface by aerodynamic forces, but instead are emitted when saltating particles
sandblast the soil surface (Gillette, 1977). Horizontal mass flux (expressed in units of
mass per unit distance perpendicular to the wind per unit time) is comprised mostly
of saltating particles greater than 50mm in diameter. Vertical flux (expressed in units
of mass per unit area per unit time) consists of the flux of dust from the surface and
available for long-range transport by wind. Because of the relative differences in
transport distance for suspended and saltating particles, the saltated sediment
typically has a very local influence on vegetation and soils, whereas the influence of
suspended sediment can extend thousands of kilometers. The primary ecological
consequences of dust emission and subsequent downwind deposition of suspended
particles arise from the fact that small, saltation-sized particles are largely
responsible for soil quality, generally defined. In particular, because soil nutrients
are concentrated on dust particles, dust emission and redeposition have significant
impacts on local and downwind soil nutrient status.

Our objective is to review the influence of aeolian processes on landscape processes
and to examine the feedbacks and cross-scale interactions between vegetation cover
and aeolian processes in arid lands. Emphasis is given to research and results from
the Jornada Experimental Range (JER) located in the Chihuahuan Desert in
southern New Mexico, USA. Special consideration is given to the controls on
and consequences of aeolian processes at three scales: (1) the plant-interspace scale
(cm—a few meters), (2) the patch-landscape scale (10s of m—10s of km), and (3) the
regional–global scale (greater than 100s of km).
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2. Plant-interspace scale

2.1. Controls on aeolian processes at the plant-interspace scale

In general, aeolian processes are initiated when the erosivity of the wind exceeds
the erodibility of the surface. Wind erosivity is typically quantified as the shear

velocity of the wind. Shear velocity is directly proportional to the rate of increase of
velocity with log-height for a neutral atmosphere and is defined as u� �

ffiffiffiffiffiffiffiffi
t=r

p
, where

t is the surface shear stress and r is the density of air. The amount of drag exerted by
the surface on the wind is related to the shear velocity and the wind speed by:

CdðzÞ ¼ ðu�=UðzÞÞ2, (1)

where Cd is the drag coefficient and UðzÞ is the wind speed at height, z.
The erodibility of the surface is typically related to the threshold shear velocity, the

shear velocity below which saltation flux will not occur. The threshold shear velocity
of the surface depends on the both the soil and the vegetation. Threshold shear
velocity for soils is largely determined by the texture of the soil, the amount of
protective coverage provided by nonerodible clasts or crusts, and soil moisture
(Ravi et al., 2004). Marticorena and Bergametti (1995) provided a parameterization
for the threshold shear velocity on soils based on mean particle diameter showing
that particles from approximately 80–120 mm are efficient saltators with low
threshold shear velocity. Gillette et al. (2001) suggested that some soils may be
‘‘supply limited’’, meaning that the population of saltation-sized particles is not large
enough to sustain the maximum theoretical horizontal flux.

Vegetation modulates the erodibility of the surface primarily through three
mechanisms (Fig. 1, Wolfe and Nickling, 1993): (1) vegetation can directly shelter the
soil from the force of wind by covering a fraction of the surface and providing a lee-
side wake in which average wind speed is dramatically reduced, (2) vegetation can
extract momentum from the wind, thus reducing the wind erodibility, and (3)
vegetation can trap windborne particles reducing total horizontal and vertical flux
and providing loci for sediment deposition.

2.1.1. Sheltering by vegetation

The wind can only act on the fraction of the soil surface that is not directly
sheltered by vegetation. Vegetation provides sheltering either by covering the soil
surface or by creating lee-side wakes in which turbulent flow dominates and the
mean velocity is either zero or, in some cases, opposite the direction of the free-
stream wind direction (Wolfe and Nickling, 1993). The degree of sheltering by the
wind is therefore related to both the fractional cover and the sheltering provided
by wake flow. Lee and Soliman (1977) have defined three flow regimes depending
on the size of the wake behind vegetation and the vegetation spacing (see Fig. 2):
(1) isolated roughness flow, where there is no interaction between wakes and
adjacent downwind vegetation, (2) wake interference flow, where wakes from
upwind plants intercept downwind vegetation, and (3) skimming flow, where wakes
completely overlap and the entire soil surface is within the protected wake region.
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In his treatment of drag partitioning in vegetated landscapes, Raupach (1992)
derived a formula to describe the area downwind of a plant (approximated
to have cylindrical shape) protected from the erosive force of the wind in the
wake:

a ¼ cbh
UðhÞ

u�
, (2)

where a is the area where wake flow intersects with the surface, c the constant with a
value of approximately 0.37, b the diameter of the plant, h the height of the plant,
and UðhÞ the wind speed at the top of the canopy (Fig. 3). If the wake is considered
to be a tapering prism (Fig. 3) for plants with bXh, the maximum distance that the
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Fig. 2. Flow regimes and associated theoretical wake development. Shaded areas are wake regions;

adapted from Wolfe and Nickling (1993) after Lee and Soliman (1977).

Fig. 1. The three mechanisms by which vegetation protects the soil surface from wind erosion; fromWolfe

and Nickling, 1993.

G.S. Okin et al. / Journal of Arid Environments 65 (2006) 253–275 257



wake extends past the downwind edge of the plant, Lmin, is:

Lmin ¼ h
UðhÞ

u�
�

b

2
. (3)

For cases in which vegetation cover is low, such that wakes from one plant do not
interact with the sheltered area of other plants (e.g. isolated roughness flow),

UðhÞ

u�
�

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CS þ lCR

p , (4)

where CS is the drag coefficient for the soil and CR the drag coefficient for the plant.
Drag coefficients quantify how the drag force on the surface varies with wind speed.
The parameter l is lateral cover, the total frontal silhouette area of vegetation
intercepted by wind per unit ground area (Musick and Gillette, 1990; Musick et al.,
1996; Shao and Lu, 2000). Values for CR are approximately 0.25 for cylinders
(Taylor, 1988) and values for CS have been reported to be approximately 0.0025
(Crawley and Nickling, 2003). Thus, for values of l near 0.01, the wake region
should extend downwind approximately 10 times the height of the plant. Thus,
Eqs. (3) and (4) are consistent with results from wind tunnel experiments by
Minvielle et al. (2003) which suggested a protective wake approximately 10 times
longer than vegetation height. Drag coefficients for porous objects are likely higher
than those of solid objects considered in most wind tunnel and theoretical studies
(Grant and Nickling, 1998; Raupach et al., 2001). For real vegetation, therefore CR

will increase (relative to values for solid cylinders) and wake area protected by
vegetation (Lmin) will decrease. For porous vegetation, therefore, the area of wake
protection can be expected to be less than 10 times vegetation height.

2.1.2. Momentum extraction by vegetation

Vegetation can extract momentum from the wind, reducing its erosive force on the
surface. Shear velocity is related to wind speed and vegetation structural parameters
by the Law of the Wall. For a neutral atmosphere:

UðzÞ ¼
u�

k
ln

z�D

z0

� �
, (5)
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Fig. 3. Sheltering provided by a cylinder. Shaded area is the intersection of wake with ground; after

Raupach (1992).

G.S. Okin et al. / Journal of Arid Environments 65 (2006) 253–275258



where k is the Von Karmann’s constant, z0 the aerodynamic roughness length, and D

is the zero-plane displacement height. z0 and D are related to surface roughness and,
in vegetated areas, are mainly determined by the amount and structure of vegetation
cover. When D is not equal to zero, a wake is present and wind erosion will not
occur. z0 has been related to lateral cover by Lettau (1969) and Wooding et al. (1973)
using z0 ¼ hl=2, where h is equal to canopy height. This relation holds for
0olo�0:1. For l4�0:1, z0=h remains approximately constant. Marticorena et al.
(1997) suggested a relation that incorporates the leveling-off of the linear
relationship with increasing l:

z0 ¼
ð0:479l� 0:01Þh

0:05h

�
for lp0:11;

for l40:11:
(6)

(Note: this formulation is slightly different from that found in Marticorena et al.
(1997) due to a typographical error in that publication). These equations do not
account for interspecific variability in the flexibility of the vegetation. These changes
can be accounted for empirically by changing the coefficients.

2.1.3. Trapping of windborne sediment by vegetation

Because turbulent flow dominates in and around plant canopies, total surface
shear stress within plant canopies typically approaches zero and the ability of wind
to carry sediments is reduced. In addition, windborne particles can impact
vegetation, losing their momentum, and be removed directly from the air stream.
Thus, vegetation canopies are typically the loci of deposition in partially vegetated
areas. Coarse-grained particles travel short distances and therefore are often moved
from plant interspaces to adjacent regions underneath plant canopies or in plant
wakes. Fine-grained particles that are suspended in the wind can also be intercepted
by plant canopies and deposited within the plant canopy.

The ability of a plant canopy to trap windborne sediment depends, in part, on its
porosity. Field (e.g. Grant and Nickling, 1998), wind-tunnel (e.g. Lee et al., 2002),
and theoretical (e.g. Raupach et al., 2001) studies have shown that the ability of
vegetation to act as a windbreak for sediment has a maximum value for an
intermediate value of porosity, with porosities of approximately 20–40% showing
the maximum effect.

2.2. Consequences of aeolian processes at the plant-interspace scale

The consequences of wind erosion at the plant-interspace scale are directly linked
to the two main processes of aeolian transport: saltation and suspension (Fig. 4).
Saltation flux dominates the horizontal mass flux during aeolian transport. Saltating
particles are therefore responsible for the majority of deflation and subsequent
downwind deposition of windborne sediments (Gibbens et al., 1983). Hennessy et al.
(1986) determined that in mesquite duneland areas on the JER, saltation-sized
particles are eroded from plant interspaces and redistributed to areas under
plants, with little or no net loss of sand but a net loss of fine particles. On the
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plant-interspace scale, therefore, a landscape undergoing wind erosion exists as a
fine-scale mosaic of deflational and depositional areas.

Deflation can cause ‘‘pedestaling’’ of plants in areas actively experiencing wind
erosion. Pedestaling is a process whereby the soil surface is lowered by deflation,
which exposes plant roots and can result in plant mortality. Deposition occurs when
the mean wind velocity decreases, usually due to the presence of vegetation, and
windborne sediments are deposited. Deposition can result in burial of vegetation,
and if it occurs at a rate greater than the rate of vertical growth of a plant, can result
in mortality (Okin et al., 2001a).

If the horizontal velocity of windborne particles in the saltation layer is equal to
the average windspeed in the saltating layer, then the kinetic energy flux (Jm�1 s�1)
increases as a linear function of mass and a cubic function of particle diameter.
Under these assumptions, a horizontal mass flux consisting solely of 100 mm particles
has approximately 1000 times greater kinetic energy flux than the same flux
consisting solely of 10 mm dust particles. When saltating sand grains strike a plant,
this excess energy causes physical damage, mainly in the form of destruction of the
cambium and leaf stripping (Okin et al., 2001a). If this physical damage does not
directly result in plant mortality, it almost certainly results in slowed growth, which
may compromise a plant’s ability to overcome burial or pedestaling. Abrasion and
burial by saltation-sized particles therefore act in tandem to stress vegetation. The
excess kinetic energy of saltating particles can also sandblast fragile soil crusts that
form in desert regions, reducing the threshold shear velocity of the affected surface
and exposing it to increased wind erosion (Gillette and Pitchford, 2004).

Suspension-sized particles are winnowed from areas undergoing erosion and can
either be removed for long-range transport (Gillette, 1974) or trapped by near-field
vegetation (Raupach et al., 2001). Fine-grained particles account for the majority of
the soil resources important to vegetation, including nutrient exchange capacity and
water-holding capacity. The contribution of fine particles to soil nutrient availability
results from the fact that particles in this size fraction have a high surface area and
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Fig. 4. Selected causes and consequences of aeolian processes.
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soil nutrients such as nitrate, ammonium, potassium, magnesium, and phosphate are
adsorbed onto these particles, especially those with clay mineralogy.

Long-range transport of dust particles contributes to overall loss of soil resources
for an area undergoing wind erosion (Okin et al., 2001b). At the plant-interspace
scale, winnowing results in the depletion of fine particles from plant interspaces
(Hennessy et al., 1986). Plant interspaces are therefore the sites of decreased
soil resource availability (Wright and Honea, 1986; Schlesinger et al., 1996; Okin
et al., 2001a, b). The interception and trapping of the suspended load can lead to
increased soil resource availability within and around plant canopies (Raupach
et al., 2001). A landscape undergoing wind erosion therefore exists as a fine-scale
mosaic of areas of winnowing and trapping resulting, in part, in the well-documented
resource island phenomenon in shrublands (Schlesinger et al., 1990; Schlesinger
et al., 1996).

3. Patch-landscape scale

3.1. Controls on aeolian processes at the patch-landscape scale

Horizontal mass flux has been modeled by a large number of authors using
different approaches. Bagnold (1941) approached the problem first and provided a
physically reasonable solution that was later confirmed by the analysis of Owen
(1964). Equations that predict saltation have been suggested by many authors and
verified by wind tunnels, field experiments, and alternate theoretical derivations.
Many good discussions exist in the literature of the physical and mathematical
formulations for mass flux during wind erosion (e.g. Shao and Lu, 2000). One such
formulation is by Shao and Raupach (1993):

qeq ¼ A
r
g

u�ðu
2
� � u2

�tvÞd, (7)

where qeq is the horizontal mass flux (gm�1 s�1), r the density of air, g the
acceleration due to gravity, u* the wind shear velocity, and u*tv the threshold shear
velocity of a vegetated surface (m/s). d is set equal to 0 for u�tvXu� and 1 otherwise.
The parameter A in Eq. (7) has been suggested by Gillette et al. (2001) and Gillette
and Chen (2001) as a correction to account for the relative availability of sand
particles for transport. In the absence of other information, A is typically assumed to
be equal to 1.0. Vertical mass flux, Fa (gm�2 s�1), is linearly related to horizontal
mass flux by a constant K that is typically on the order of 10�2–10�3m�1, but can
vary by several orders of magnitude based on soil texture and other factors (Gillette,
1977; Alfaro and Gomes, 2001).

In an analysis of drag partitioning over a vegetated surface, Raupach et al. (1993)
derived an equation to estimate the impact of vegetation on the threshold shear
velocity, u*tv:

u�tv ¼ u�ts
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� slÞð1þ blÞ

p
, (8)
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where u*ts is the threshold shear velocity for an unvegetated surface, s is equal to the
ratio of the average basal area to average profile area (i.e. s � AB=AP) of the
vegetation, and b is the ratio of the drag coefficient of an isolated plant to the drag
coefficient of the ground surface in the absence of the plant (i.e. b � CR=CS). Eq. (8)
may be re-expressed (Okin, 2005) as:

u�tv ¼ u�ts

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� CÞ 1þ bC

AP

AB

� �s
. (9)

The first terms under the radicals in Eqs. (8) and (9) (i.e. [1�ls] and [1�C])
account for the degree to which the vegetation covers the surface (see Section 2.1.1),
focusing the erosive force of the wind on the exposed portion of the surface. The
second terms under the radicals (i.e. ½1þ bl� and ½1þ bCAP=AB�) account for drag
that the vegetation exerts on the wind (see Section 2.1.2), reducing the ability of wind
to detach and transport particles.

Aeolian sediment flux tends to increase with the distance over which the
erosion occurs (fetch distance), an effect known as the fetch effect (Gillette et al.,
1996). The fetch effect is caused by aerodynamic effects (the Owen effect),
particle-to-particle interactions, reattachment of separated boundary layers,
and changes in the soil in the path of wind erosion. In discontinuous canopies
where isolated roughness flow dominates, the fetch length is determined
by the spacing between plants. Okin and Gillette (2001) used high-resolution
aerial photography to investigate plant spacing in mesquite-dominated areas of the
JER (see also, Ludwig et al., 2002). They concluded that plant spacing can be
anisotropic, and that areas of extremely long fetch distance, known as streets, existed
and tended to be aligned with the direction of the prevailing wind. The observed
streets were inferred to be the cause of extremely high dust emission in well-
developed dunelands.

Gillette and Pitchford (2004) examined wind erosion in streets of mesquite dunes
to determine if fetch effect is an important factor for determining horizontal flux in
vegetated areas dominated by isolated roughness flow or wake interference flow.
Their study showed that flux increases along streets in the windward direction,
reaching a maximum at the end of the street.

Data from Li and Okin (2004) and Hartman (personal communication) also
support the importance of fetch (Tables 1–3). A very strong positive correlation
exists between the percent of the surface comprised of unvegetated gaps 4200 cm
and average horizontal flux (Table 2). The anticorrelation between percent of the
surface comprised of gaps other than those 4200 cm and flux is a result of the strong
anticorrelation between gaps 4200 cm and other gaps (Table 3). The regression line
for the 4200 cm gap percentage and total horizontal flux intercepts the gap
percentage axis at approximately 22%, indicating there is a minimum percentage of
an area covered by large gaps that will enable significant wind erosion to occur. We
hypothesize that with vegetation distributions in which there are not large gaps,
wake interference and skimming flow predominate and the soil surface is largely
protected from erosion.
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The weak anticorrelation between sediment flux and vegetation fractional cover
(Table 2) indicates that threshold shear velocity is not simply a function of cover, as
suggested by Eq. (9). Instead, the manner in which this cover is distributed, and in
particular the degree to which vegetation is distributed to create large gaps, is vital in
controlling aeolian flux. These data therefore argue strongly for including fetch
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Table 1

Gap percent, fractional cover, and horizontal flux for five vegetation plots on the JERa

Treatment Percent of 50-m transect comprised of gaps of size: Fractional

cover (%)

Horizontal

flux (gm�1 s�1)

25–50 cm 51–100 cm 101–200 cm 4200 cm 4500 cm

T4 1.58 4.35 7.19 70.71 82.25 15.3 266.1

T3 6.01 15.49 21.09 35.54 72.12 19.3 80.0

T2 4.35 9.01 29.89 40.69 79.59 14.7 52.6

T1 8.31 19.48 29.19 21.21 69.88 17.4 29.8

Control 8.56 17.37 30.23 24.85 72.45 15.6 18.9

aData are from four vegetation treatment plots (plus one control) in which vegetation was selectively

removed. Aeolian flux was estimated in these plots using Big Springs Number Eight (BSNE) windborne

sediment samplers and the method of Gillette and Pitchford (2004) for calculating total horizontal flux

from the surface to 1m. BSNE samples were from March to July, 2003. Fractional vegetation cover was

estimated from three 50-m transects in each plot, oriented parallel to the direction of the prevailing wind.

Unvegetated gaps were identified from transect data and the percent of each transect covered by gaps in

five size bins (25–50 cm, 51–100 cm, 101–200 cm, 4200 cm, and450 cm) was calculated (see Herrick et al.,

2005). Transect data were collected in August–September, 2003. Annual plant cover was ignored in these

calculations because annuals are not present during the spring dust season.

Table 2

Correlation and regression statistics between gap percent or fractional cover and horizontal flux

Percent of 50-m transect comprised of gaps of size: Fractional

cover (%)

25–50 cm 51–100 cm 101–200 cm 4200 cm 4500 cm

Correlation �0.88 �0.82 �0.97 0.96 0.75 �0.22

Slope �30.66 �13.29 �10.02 4.97 14.21 �11.93

Intercept 266.14 264.14 325.04 �102.32 �980.28 286.06

R2 0.77 0.68 0.95 0.92 0.56 0.05

Table 3

Correlation between percent of transect comprised of gaps 4200m and other gap sizes and fractional

cover

Percent of 50 m transect comprised of gaps of size: Fractional

cover (%)

25–50 cm 51–100 cm 101–200 cm 4200 cm 4500 cm

Correlation �0.97 �0.95 �0.90 1.00 0.90 �0.37

G.S. Okin et al. / Journal of Arid Environments 65 (2006) 253–275 263



length in assessment and monitoring of wind erosion on vegetated landscapes
(Herrick et al., 2005).

3.1.1. Landscape-scale controls on aeolian processes: Land use and land management

Land use and management impact both soils and vegetation in arid regions
(Fig. 4). In the short-term, soil erodibility is usually increased by any activity that
disturbs the soil surface (Bach, 1998; Belnap, 1995). Soil surface disturbance destroys
physical and biological crusts and exposes more highly erodible subsurface material.
Non-erodible gravel and rock fragments are often incorporated into the soil,
exposing fine-textured material when physical disturbance mixes the surface layers of
the soil. Short-term disturbance impacts are generally higher when the soil surface is
dry. On wet soils, some types of disturbance will only deform the surface and may
even reduce erodibility by contributing to the development of a physical crust or
compacted layer, particularly in fine-textured soils such as loams and clays.
Examples of activities that disturb the soil surface and increase aeolian flux are:
military activities and maneuvers (Prose, 1985; Khalaf, 1989; Koch and El Baz,
1998) grazing (Wilshire, 1980; Khalaf, 1989; Fredrickson et al., 1998) and off-road
vehicle (ORV) traffic (Nakata et al., 1976; Sheridan, 1978; Hyers and Marcus, 1981;
Webb, 1982; Brown and Schoknecht, 2001).

The role that vegetation plays in modulating both the erosivity of winds and
erodibility of the surface is impacted by any land use or management scheme that
impacts vegetation cover. For example, fire can destroy above-ground biomass,
reducing fractional and lateral cover of vegetation, thus exposing the surface to wind
erosion. A striking example of this phenomenon is shown in Fig. 5. In
October–November, 2003, large wildfires burned in the mountains of southern
California. By the end of November, these fires had been extinguished, but the burn
scars can still be seen in satellite imagery. The MODIS/Terra instrument captured
strong winds on November 27, 2003 carrying ash and dust westward into the Pacific
Ocean.

Agricultural activities often enhance aeolian activity in arid and semi-arid
environments (Fig. 4). During the peak growing season, crops protect the soil from
erosion by wind, but periods of bare ground during the beginning or end of the
growing season can lead to significant erosion (Hagen, 1991; Nanney et al., 1993;
Retta et al., 1996). The practice of maintaining some vegetation residue on the soil
surface (i.e. stubble) has long been advocated as a practice to minimize wind erosion.
Fallowing of fields, sometimes for long periods, can also be a significant source of
windborne sediment (Larney et al., 1995). For example, in the Sandveld of the
Western Cape Province of South Africa, a region of strong southerly winds and
sandy soils (Talbot, 1947), seed potatoes are a principal crop. To protect from blight
infestations, this crop can only be planted approximately one year in seven and fields
are kept fallow during the remaining six years. As a means to control wind erosion
on fields during the long fallow periods, stripes of vegetation are left in fields. These
stripes are predominantly oriented east-west in order to minimize north-south fetch
distance in fields and reduce erosion (Fig. 6). Similar impacts occur when rangeland
is cleared and reseeded. Vegetative cover removal, intense surface disturbance, and
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typically low seedling establishment often leave soil susceptible to wind erosion for
several years (Herrick et al., 1997; Breed and Reheis, 1999).

Grazing and ORV traffic tend to increase erosivity by reducing both cover and stature
and by breaking physical and biological soil crusts. The effects of both types of activities
tend to be highly concentrated. This leads to the creation of mosaics of areas that are
relatively exposed within a pasture in which average cover is sufficient to prevent wind
erosion. Off-road vehicle activity can be particularly damaging when oriented parallel
to dominant winds because it has the potential to create wind erosion streets.
Consequently, whereas a management activity may have a minimal effect on average
cover measured within a pasture, wind erosion may increase in those small areas of the
pasture in which activity is concentrated. In the long-term, both grazing and ORV
activity can have persistent effects on wind erosivity by promoting changes in plant
community composition, which ultimately affects both cover and structure (Fig. 4).
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Fig. 5. False-color image of the southern California coast captured with the MODIS instrument aboard

the Terra satellite on November 27, 2004. Red is MODIS band 7 (2155 nm), green is MODIS band 2

(876 nm), blue is MODIS band 1 (670 nm). Reddish areas are burn scars from fires at the end of October

and beginning of November, 2003. Red dust can be seen heading westward over the Pacific from the two

most southerly fire scars due to strong winds. Cyan areas over the western and southern portions of the

image are clouds or sediments in the Colorado River Delta. Image courtesy of MODIS Rapid Response

Project at NADA/GSFC.
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The timing of management activities relative to significant wind events is critical in
arid and semi-arid ecosystems. While this fact is widely recognized in the case of
cultivated systems, the effect of timing of grazing and ORV activity on wind erosion
is rarely considered. For example, in the southwestern United States, most wind
erosion occurs during the spring. Minimizing vegetation removal and soil surface
disturbance during winter and spring on highly wind-erodible soils has the potential
to limit long-term soil degradation. This hypothesis has not been explicitly tested at
the landscape scale. Similarly, limiting road grading and maintenance activities to
periods when a physical crust-producing precipitation event is likely to occur before
a significant wind event should reduce sediment loss from roads and road margins.

Because of these multi-scale interactions, historic and pre-historic land uses (i.e.
historic legacy, Peters and Havstad (2006)) may have long-term impacts that may or
may not be readily apparent. For example, the spread of small areas of mesquite
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Fig. 6. Landsat ETM+ Band 8 (15-m resolution panchromatic band) images showing the southwestern

coast of South Africa and a rose diagram of the directions protected from wind erosion by linear stripes of

vegetation left in fields. Cape Town can be seen at the bottom of the full image. The enlarged image shows

how the vegetation strips appear at full resolution in the image. The rose diagram is derived from

measuring the orientation of all striped fields in the area labeled ‘‘Sandveld’’. Erosive winds in the region

are typically from the south, the direction of maximum protection in the striped fields. Farmers in this

region of South Africa are managing for wind erosion of fields during long fallow periods by maintaining

short streamwise fetch lengths through the maintenance of vegetation stripes.
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established by Native Americans (Fredrickson et al., 2006) may have been due in
part to grass abrasion, burial, and reduced soil surface stability caused by aeolian
sand moving from these shrub-dominated areas.

Land managers require an ability to predict management effects on wind erosion
and an understanding of the likely effects of wind erosion and deposition on
susceptibility to future erosion. Whereas the effects of broadly defined land use types
(e.g. cultivation vs. permanent pasture) are generally understood at the patch scale,
currently available models fail to account for the cascading effects of management-
mediated changes in vegetation cover and structure at multiple spatial scales.
Further, these essentially agronomic models do not account for the temporally
variable and interacting effects of soil surface disturbance (which increases soil
erodibility) and spatially variable vegetation growth and removal (which increases
wind erosivity) in perennial ecosystems. Most models also fail to address linkages
among landscape units, and the direct and indirect effects of both erosion and
deposition on susceptibility to future erosion.

3.2. Consequences of aeolian processes at the patch-landscape scale

The two most significant consequences of aeolian processes at the patch-landscape
scale are (1) the transport of saltation-sized particles from an eroding patch to an
adjacent stable patch, and (2) the large-scale reduction of surface soil resources in
both erosional and depositional areas (Fig. 4). The consequences of aeolian
processes at the patch-landscape scale are similar to those at the plant-interspace
scale, but take place over a larger area. Thus, while saltation can lead to the
movement of coarse material from plant interspaces to nearby plant canopies to
create dunes at the plant-interspace scale, saltation may also lead to the growth of
mesquite dunelands into former grassland areas at the patch-landscape scale.

In their studies of the impacts of saltation flux and dust emission on vegetated patches
downwind of areas where vegetation had been removed, Okin et al. (2001a, b)
determined that saltation flux caused physical damage to shrubs in the downwind patch.
They also determined that a mantle of coarse-grained particles derived from winnowing
the original soil surface and depositing the remaining particles downwind had covered
the original surface. The local mantling of the original surface resulted in an effective
reduction of soil nutrient resources in the surface soil (top 5 cm). This, together with
increased soil instability, could result in a decrease in recruitment of new vegetation
when this mantle is thicker than the depth of soil needed for seedling establishment.
These results are consistent with those of Larney et al. (1998a, b) and Leys and
McTainsh (1994), who showed that significant changes in soil nutrient content could
result from aeolian transport of soil particles. On fine-textured soils, however, sand
deposition increases plant water availability by increasing infiltration. For example, on
the south end of the Jornada Basin where tarbush (Fluourensia cernua) dominates loamy
soils with high runoff rates, black grama (Bouteloua eriopoda) and bunchgrasses occur in
patches covered by a mantle of aeolian sand. Deposition of finer-textured material may
also serve as a nutrient source, particularly for microbiotic crusts, which lack the
capacity to acquire nutrients from deeper soil layers (Belnap et al., 2001).
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In the decade since complete removal of vegetation at a site on the JER
(the scraped site, Fig. 7), changes in soil texture, soil nutrients, and vegetation cover
have been observed in the area downwind of the site (Okin et al., 2001b; Okin
and Painter, 2004). This site has provided a dramatic example of the importance of
wind erosion in understanding the relationship between adjacent vegetation patches.
At a large scale on the JER, this inter-patch interaction has probably contributed
to the expansion and coalescence of mesquite duneland patches. These patches,
which experience the highest aeolian transport of all vegetated areas on the JER
(Gillette and Pitchford, 2004), likely act as sources of coarse-grained sediment which
flows into adjacent patches, burying or killing low-stature vegetation and covering
the surface with a winnowed layer. This process may have also resulted in the
expansion of mesquite dunes into the west side of a formerly grass-dominated playa
(‘‘Red Lake’’) at the north end of the JER.

4. Regional–global scale

4.1. Controls on aeolian processes at the regional– global scale

Although the controls on aeolian processes discussed in earlier sections are
certainly general enough to be applied in arid and semi-arid regions around the
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Fig. 7. The Jornada ‘‘scraped site,’’ shown here in a 1999 low-altitude AVIRIS image with resolution of

�5m. This site proves that wind erosion can affect ecosystem stability in this ecosystem. It has experienced

an average deflation rate of 1.8 cm/yr (Gillette and Chen, 2001) and plant-available N and P have been

reduced by 89% and 78%, respectively (Okin et al., 2001b). No vegetation has regrown on the scraped site

itself. The vegetation community downwind of the site has changed from a grassland to a shrubland due to

burial, abrasion, and leaf stripping from saltating particles off of the scraped site itself and plant-available

N and P in surface soils in the downwind area have been reduced by 82% and 62%, respectively. The

location of the downwind plume indicates the constancy of the wind direction at the JER.
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globe, the most important controls on aeolian processes at the global scale are not
well understood. The dust observed over North Africa, for example, certainly
originates in the Sahara and Sahel regions, but current technologies do not allow
unique identification of the loci in these landscapes of greatest dust emission, nor
what surface processes are responsible for creating the strongest sources.

Ginoux et al. (2001) and Prospero et al. (2002) argued that the dominant sources
of atmospheric desert dust are topographic lows (often paleolakes or ephemeral
water bodies) with little or no impact from humans. Their studies were based on
satellite and modeling studies. Although this provides a significant step forward in
our understanding of the spatial characteristics of dust sources, the observation that
dust emission occurs primarily in topographic lows provides very little insight
about the geomorphic or anthropogenic processes responsible for creating
these source areas. This theory does not explain why some topographic lows are
better sources than others. Furthermore, Mahowald et al. (2002) suggested that
extant atmospheric remote sensing data cannot eliminate the possibility of dis-
turbed landscapes being important sources of desert dust to the atmosphere in
North Africa because topographic lows also typically coincide with areas of
human activity and disturbance of vegetation and the soil surface. By compar-
ing atmospheric loading predicted in models and observed with satellites, Tegen
and Fung (1995) argued that 50% of atmospheric dust loading could be due
to ‘‘disturbed’’ soils: soils known to have been affected by the Saharan/Sahelian
boundary shift, cultivation, deforestation, and wind erosion. The importance
of spatial heterogeneity in aeolian processes also provides a significant challenge
to understanding the global controls on dust emission: small sources may be
responsible for the bulk of dust emission in an area, but may be too small to
be resolved using global observations or models (Raupach and Lu, 2004; Okin,
2005).

4.2. Consequences of aeolian processes at regional to global scales

Saltation-sized particles are important at plant and patch scales. Over millennia,
saltation can also be important at landscape scales. Aeolian movement of saltation-
sized particles is believed to be trivial at regional to global scales due to low rates and
obstructions that ultimately stop particle movement, with the obvious exception of
periglacial loess deposits. However, dust emitted from arid and semi-arid regions
can be transported globally. Airborne dust, also known as mineral aerosols in the
atmospheric science community, impacts global climate through its ability to
scatter and absorb light (Sokolik and Toon, 1996), to affect cloud properties (Wurzler
et al., 2000), and to impact atmospheric chemistry (Dentener et al., 1996). Desert dust
is thought to play a major role in ocean fertilization and CO2 uptake (Duce
and Tindale, 1991), terrestrial soil formation (Chadwick et al., 1999), and nutrient
cycling (Reynolds et al., 2001; Bao and Reheis, 2003; Okin et al., 2004). Dust is
also an important vector for the movement of plant nutrients (Okin et al., 2004),
environmental contaminants (Travis, 1975; Breshears et al., 2003), pathogens
(Leathers, 1981; Plumlee and Ziegler, 2004), and allergens (Griffin et al., 2001).
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5. Toward a cross-scale model of wind erosion in structurally diverse arid and

semi-arid ecosystems

Many arid and semi-arid landscapes exist as a mosaic of grass and shrub cover at
the patch scale, and as a mixture between two landscape endmembers at the
landscape scale: sparse arid shrubland and semi-arid grassland. Transitions between
grass- and shrub-dominated communities are of particular concern to land managers
in many parts of the world (Schlesinger et al., 1990; Laycock, 1991; Hoffman et al.,
1995; Milton and Dean, 1995). Shrub-dominated systems commonly have higher
rates of runoff and wind and water erosion. Self-reinforcing feedbacks between soil
erosion and plant growth can lead to relatively irreversible thresholds (Wright and
Honea, 1986; Schlesinger et al., 1990). Wind erosion models that explicitly address
these dynamics are required so that managers can anticipate and prevent threshold
transitions from occurring. Understanding dust emission from shrub-invaded
grasslands is also important to understanding dust emission on regional to global
scales, and physically based improvements of modeling efforts in mixed landscapes
(e.g. encompassing grasslands, shrublands, mixed shrubland-grassland, and savan-
nas) would allow improved global dust loading predictions (Mahowald et al., 1999;
Ginoux et al., 2001; Zender et al., 2003). As a first step, we suggest the construction
of a model that explicitly treats landscapes as mosaics of different life forms.

The models of Raupach et al. (1993), Marticorena and Bergametti (1995), Shao
and Lu (2000), Zender et al. (2003), Okin (2005) or others could be used to model
wind erosion and dust emission from shrubland or grassland endmember landscapes.
In regions composed of a mosaic of grass, shrub, and bare ground, constructing a
model is more difficult. Individual grass plants tend to have lower stature and
smaller diameters than shrubs in these environments. At the JER, Gillette and
Pitchford (2004) observed that shrublands generally experience greater aeolian mass
flux than grasslands on the same soils, whereas mesquite dunelands produce the most
dust. It is not clear how the diversity of life forms (i.e. grasses vs. shrubs) and covers
can be included in existing models cited above. Okin (2004, 2005) suggested a
stochastic method similar to that of Raupach and Lu (2004) for including variable
vegetation cover in models of aeolian transport, but neither of these models accounts
explicitly for vegetation structural diversity. The value of these stochastic or
probability-based approaches is that surface variability can be included in existing
models without rewriting these models to explicitly account for interplant dynamics.
Additional information is required on the variability of vegetation cover,
b-parameter, shape, height, and width as well as bare soil threshold shear velocity
before this approach can be fully implemented. Significant field efforts in dust-
producing regions around the world will be needed to determine the magnitude of
variability of these parameters. In the absence of field data for this purpose,
probability distributions in the landscape features that control wind erosion and dust
emission could be used as tuning parameters in local modeling studies of dust
emission.

Several elements must be included in a new wind erosion model that can account
for mixed life forms in desert environments and can incorporate the range of
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community types observed in arid and semi-arid landscapes worldwide. Based on the
considerations discussed above, we believe that such a dust emission model would
have the following components:

(a) A description of airflow between shrubs. This component would incorporate the
sheltering effect of grasses in intershrub areas but would treat grasses and shrubs
separately.

(b) An expression of the relationship between intershrub distance and sand flux. For
sites with extremely low grass cover in shrub interspaces, fetch effect can be an
important determinant of the amount of wind erosion that occurs, especially in
heterogeneous or anisotropic communities. This component would quantify the
fetch effect in heterogeneous communities.

(c) A threshold shear velocity for wind erosion in shrub interspaces. We anticipate that
erosion only occurs in shrub interspaces, but the threshold for particle movement
can vary depending on grass cover in interspaces. Because grass cover changes
seasonally and inter-annually as well as from site to site, a model which can
incorporate high-frequency grass dynamics separately from low-frequency shrub
change would seem to be necessary in order to incorporate differences in life
forms in desert environments.

(d) A statistical description of the dependence of intershrub distance on shrub cover and

size. Okin and Gillette (2001) found intershrub distance is dependent on both
plant size and fractional cover, and that intershrub distance can be anisotropic.
Thus, this component of the model would account for how shrubs are distributed
on the landscape.

6. Conclusions

Aeolian processes play an important role in shaping arid and semi-arid regions
worldwide. The framework proposed by Peters and Havstad (2006) to
explain the heterogeneity in vegetation dynamics focuses on five key elements that
connect units of variable spatial scale. Aeolian processes are related to these key
elements (feedbacks, resource redistribution, transport, context, and legacy)
and contribute to variable vegetation patterns and threshold behaviors at all
hierarchical scales. Feedbacks exist between individual plants and wind. Saltation
physically impacts downwind plants and plant cover affects transport and erosion
of soil. Threshold gap sizes exist, below which erosion may not occur. Patch
structure is also important given that horizontal flux increases with fetch. Mosaics of
vegetation structure created by concentrated activities (e.g. grazing, ORV activity)
may result in areas that are more susceptible to erosion than would be predicted
based on the average cover for a pasture. Saltation processes are most important at
plant and patch scales at short time-scales. At longer time-scales, saltation processes
can also be important at the landscape scale. Dust emission is important at the plant
and patch scales whereas dust deposition tends to be more important at the regional
and global scales.
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ABSTRACT

Soil erosion is a major global challenge. An increased understanding of the mechanisms driving soil
erosion, especially the storms that produce it, is vital to reducing the impact on agriculture and the envi-
ronment. The objective of this work was to study the spatial distribution and time trends of the soil erosion
characteristics of storms, including the maximum 30-min precipitation intensity (I30), storm kinetic energy
of the falling precipitation (KE), and the storm erosivity index (EI) using a long-term 15-min precipitation
database. This is the first time that such an extensive climatology of soil erosion characteristics of storms has
been produced. The highest mean I30, KE, and EI values occurred in all seasons in the southeastern United
States, while the lowest occurred predominantly in the interior west. The lowest mean I30, KE, and EI values
typically occurred in winter, and the highest occurred in summer. The exception to this was along the West
Coast where winter storms exhibited the largest mean KE and EI values. Linear regression was used to
identify trends in mean storm erosion characteristics for nine U.S. zones over the 31-yr study period. The
south-central United States showed increases for all three storm characteristics for all four seasons. On the
other hand, higher elevations along the West Coast showed strong decreases in all three storm character-
istics across all seasons. The primary agricultural region in the central United States showed significant
increases in fall and winter mean EI when there is less vegetative cover. These results underscore the need
to update the storm climatology that is related to soil erosion on a regular basis to reflect changes over time.

1. Introduction

Soil erosion is a major challenge in the United States
and the world (Oldeman 1994; Pimental et al. 1995;
Nearing 2001). An increased understanding of the
mechanisms driving soil erosion, especially the storms
that produce it, is vital to reducing its impact on agri-
culture and the environment. The potential for climate
change, in the form of changing storm characteristics, is
an additional challenge to the management of soil ero-
sion. A recent study (Soil and Water Conservation So-
ciety 2003) discussed the implications of possible cli-

mate change and suggested the following three ap-
proaches to begin addressing the issue: 1) update the
climate parameters in conservation tools, 2) investigate
the damages likely to occur as a result of a changed
precipitation regime, and 3) evaluate the benefits of
including the risks from extreme rain events in the con-
servation-planning process.

Groisman et al. (2004) reviewed changes in precipi-
tation for the contiguous United States, noting that
overall precipitation had increased by 7% between
1908 and 2002. Heavier precipitation events at the 95th
and 99th percentile had increased even more, by 14%
and 20%, respectively. Furthermore, most of these
changes occurred in the last 30 yr of record (Soil and
Water Conservation Society 2003). The Groisman et al.
study noted that the increases in precipitation were
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largely confined to spring, summer, and fall, which is
the period when heavier events are likely to occur.
While they were focused on the more extreme daily
events and the annual totals, these results have serious
implications for individual storm events and their ero-
sive potential.

Other studies have examined the potential changes
in future rainfall erosivity using coupled atmosphere–
ocean global climate models as guidance for climate
change in the twenty-first century (e.g., Nearing 2001;
Pruski and Nearing 2002). While there were regional
differences in the results, Nearing (2001) found that
erosion over the United States increased between 16%
and 58% in projections over the next 80 yr, depending
on the methodology applied. Pruski and Nearing (2002)
used the Water Erosion Prediction Project (WEPP)
model and output from two global climate models to
examine changes in soil erosion in response to climate
change. As expected, erosion increased in those areas
where precipitation increased. However, the relation-
ship became more complex in areas with decreased pre-
cipitation. For example, decreased precipitation could
decrease vegetation, leading to increased erosion. In a
summary of climate change and soil erosion rates,
Nearing et al. (2004) noted that soil erosion rates can be
expected to increase by 1.7% for each 1% increase in
annual precipitation. Clearly, these studies point to the
need to closely examine present-day storm erosivity in
the United States and its observed change over time.
Prior to this study, no such modern climatology for the
United States has been produced.

Palecki et al. (2005, hereinafter Part I) examined the
meteorological characteristics of storm precipitation.
Our objective was to study the spatial distribution and
time trends of the storm erosion characteristics of rain-
storms in the conterminous United States, including the
storm maximum 30-min precipitation intensity (I30),
storm kinetic energy (KE), and the storm erosivity in-
dex (EI). Storm erosional characteristics for each of the
four climatological seasons of winter (December–Janu-
ary–February), spring (March–April–May), summer
(June–July–August), and fall (September–October–
November) were examined. The storm erosion charac-
teristics were grouped into nine zones, representing co-
herent seasonal cycles of storm precipitation character-
istics (Fig. 1).

2. Data and methods

Storm soil erosion characteristics were computed us-
ing the National Climatic Data Center (NCDC) 15-min
precipitation database as measured by a network of
Fischer–Porter weighing-bucket gauges (Hammer
1998). This network of unshielded gauges has remained

unchanged during its operation within the period of this
study (1972–2002). In a review of the U.S. climate net-
work, Groisman and Legates (1994) examined the ac-
curacy of precipitation measurements. They concluded
that gauges underestimate the actual precipitation,
largely because of wind-induced turbulence. The prob-
lem is worst in winter and northern latitudes, because
the snowfall catchment is especially sensitive to wind.
No attempt was made here to identify or adjust for such
biases on a storm-by-storm basis. However, this inher-
ent limitation of the data should be kept in mind while
considering the results of this study, especially for win-
ter.

While approximately 3700 stations are included in
the 15-min precipitation database, many stations had
missing records, and some had record lengths of less
than 10 yr. The database was first screened to identify
stations with a record length of greater than 20 yr and
with less than 25% missing data, resulting in the final
selection of 1505 stations in the conterminous United
States.

Each 15-min record includes quality control flags in-
dicating missing data, accumulated data, and data
flagged by NCDC for quality control reasons (Hammer
1998). In computing the storm soil erosion characteris-
tics, only storms that had no flags present and were
separated from flagged or missing data by more than 6
h were used. The “6 h between storms” rule has been
used extensively in previous work (e.g., Huff 1967;
Wischmeier and Smith 1978; Renard et al. 1997).

Once each storm was identified, I30, KE, and EI were
computed. The I30 was computed by summing the pre-
cipitation in each consecutive pair of 15-min periods
during a storm and multiplying the greatest 30-min total
precipitation by 2 to get the rate in millimeters per
hour. The resulting rate was then adjusted by 1.034 to

FIG. 1. Storm precipitation characteristic cluster zones. Stations
in zones 8 and 9 on the West Coast are intermingled but separated
by elevation (see text). For a more detailed rendering of zones 8
and 9, please see Fig. 1 in Part I.
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represent a maximum 30-min precipitation rate that
would be obtained from break-point data (Hollinger et
al. 2002). Break-point precipitation data are reported
as time segments of an equal intensity rather than
amounts at fixed time intervals, and, therefore, can cap-
ture the true 30-min maximum of a storm.

The KE, a measure of the accumulated kinetic en-
ergy of the precipitation as it strikes the ground, has
been computed using a power-law equation (Uijlenhoet
and Stricker 1999), a logarithmic function (Wischmeier
and Smith 1958), and an exponential equation (Kinnell
1980; Brown and Foster 1987; Renard et al. 1997). In a
critical literature appraisal, van Dijk et al. (2002) con-
clude that the exponential equation is the best estimate
of kinetic energy because it places an upper limit on
kinetic energy at high precipitation intensities (Hudson
1963; Barauah 1973; Carter et al. 1974; Wischmeier and
Smith 1978; Kinnell 1980; Rosewell 1986; Brown and
Foster 1987). The total KE (MJ ha�1) is calculated after
Renard and Freimund (1994),

KEk � �
r�1

s

er�Vr, �1�

where er is the kinetic energy (MJ ha�1 mm�1), �Vr is
the precipitation depth (mm) of a given storm incre-
ment, and the summation is over the storm increments
(1 to s). The number of increments (s) is determined by
the storm length and data resolution. In this case where
15-min data are used, if a storm lasts 2 h, then s � 8.
The kinetic energy er is computed with the continuous
exponential equation from Renard and Freimund
(1994), as modified by McGregor et al. (1995):

er � 0.29�1 � 0.72 exp��0.082ir��, �2�

where ir is the precipitation intensity (mm h�1) for a
particular storm increment. The McGregor et al. (1995)
modification changed the exponential coefficient to
0.082 from 0.05 (Renard and Freimund 1994). The total
EI (MJ mm ha�1 h�1) is computed as

EI � KE�I30�. �3�

The Fischer–Porter weighing-bucket gauge will mea-
sure snowfall events. However, the concepts of the ki-
netic energy of the falling precipitation and storm ero-
sivity are not meaningful in these situations. A portion
of these gauges is not collocated with climatological
sites that collect temperature and snowfall data. Fur-
thermore, those climatological sites that are collocated
with gauges report only once a day, with the exact time
varying from site to site. As a result, individual snow
“storms” cannot be reliably identified and removed
from the analysis. Therefore, the results for winter in

colder climates may not always represent the potential
for soil erosion.

Seasonal mean storm precipitation total, storm dura-
tion, storm intensity, and storm maximum 15-min in-
tensity examined in Part I, as well as I30, KE, and EI
statistics for each of the four seasons for each station,
were input into a cluster analysis using Ward’s method
to identify regions with homogeneous seasonal cycles of
storm characteristics (Part I). This resulted in nine spa-
tially coherent clusters or zones across the contermi-
nous United States. (Fig. 1). Stations in West Coast
zones 8 and 9 are intermixed, with zone 8 predomi-
nantly at lower elevations and interior valleys and zone
9 at higher elevations. There are also two zone 8 en-
claves in northern Idaho and near Phoenix, Arizona.
For a more detailed map of zones 8 and 9, see Fig. 1 in
Part I.

In addition to studying the seasonal mean erosional
characteristics in each zone, the statistical distribution
of storm characteristics is very useful for constructing
storm time series to be used in erosion modeling. The
probability density function (PDF) of each storm char-
acteristic was determined by testing the fit of two equa-
tion families to the empirical probability bins for each
season and zone and finding the most appropriate fit.
The first equation that is used is the double exponen-
tial:

y � ae��x�b� 	 ce��x�d�. �4�

The coefficients a, b, c, and d are fit using nonlinear
regression procedures in TableCurve 2D (SYSTAT
2002). The second equation is a more general family of
curves that can be derived from the transformed gen-
eral form

lny � a 	 bx��lnx��1 	 cx��lnx��1. �5�

Parameters 
, 
1, �, and �1 define the general form of
the equation, and the coefficients a, b, and c are fit
using linear regression procedures from TableCurve 2D
(SYSTAT 2002). Examples of the fit of these curves to
the data are presented in Part I. Because of the poten-
tial usefulness of these curves, an appendix has been
created with the coefficients of the best-fit curve to
each empirical distribution, and the range of data
where the distribution fits well.

The storm characteristics were analyzed in two ways
in the following section. The nonextreme events were
analyzed by the mean values and fitted distributions,
while the extreme events were characterized by the 10-
yr storm. The mean for each storm characteristic was
calculated by season for all of the storms recorded at all
of the stations in each of the nine zones. Then, the
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means were compared statistically with the Student’s t
test to determine both regions with similar characteris-
tics by season, and seasons with similar characteristics
by region.

The mean 10-yr storm for each zone and season was
derived from the 10-yr storms that were calculated for
each station within the zone. The station 10-yr storms
were generated by fitting the two-parameter Gumbel
distribution to the annual extreme series of the storm
characteristic using L-moments software (Hosking
1991). The 10-yr interval was examined because of the
programmatic importance of this return frequency that
is specified in government soil erosion mitigation poli-
cies (e.g., Renard et al. 1997). The mean 10-yr return
interval estimate and two standard error bounds were
generated for each zone and season from the individual
stations.

Trends in the three mean storm erosion characteris-
tics for each zone were evaluated using linear regres-
sion with time. The input data were annual time series
of 31 values for the period of 1972–2002, derived by
computing the averages of all of the sites in each zone.
Using the resulting regression equations, the change in
each storm characteristic from 1972 to 2002 was calcu-
lated as the regression estimate for 2002, minus the
regression estimate for 1972, divided by the 1972 esti-
mate. This is then expressed as a percent change over
the 31-yr period, giving an indication of the relative size
of the change.

3. Results and discussion

a. Maximum 30-min precipitation intensity

The I30 of a storm is a useful indicator of the storm’s
intensity at its peak. The mean and 10-yr I30 values are
shown in Table 1.The highest amounts occurred in all
seasons in zone 1, the one closest to the Gulf of Mexico,

which is a major source of atmospheric moisture for
storms and the scene of frequent tropical storms. The
values generally decrease when moving farther away
from the Gulf of Mexico. The lowest values are in the
interior west and West Coast. In general, the lowest
values occurred in winter and the highest were in sum-
mer, except for zone 9 when the higher values were in
winter.

The probability density functions (PDFs) of the I30

for all seasons and zones are shown in Fig. 2. The PDFs
illustrate the response of I30 in the tails of the distribu-
tions as well as the central tendencies. There is a gen-
eral pattern of higher intensities in summer, largely due
to the convective nature of the storms during that sea-
son. Zones 4–6 are generally skewed toward less in-
tense I30 amounts. In most cases the probabilities are
similar for spring, summer, and fall, whereas winter is
clearly different, because nonconvective precipitation
processes tend to dominate. The largest difference
among the seasons can be found in zone 6 in the north-
ern United States.

b. Storm kinetic energy

The mean and 10-yr total KE of the falling precipi-
tation (in MJ ha�1) is shown in Table 2. In general, the
largest values occurred in summer and fall, and the
lowest were in winter in zones 1–7. Zones 8 and 9 had
higher average values in winter, reflecting their West
Coast maritime climate of wet winters and dry sum-
mers.

The PDFs of the average KE for all seasons and
zones are shown in Fig. 3. In most cases, there are
smaller differences between the seasons than in the
PDFs for I30. In the east, larger KE values are found in
zones 1–3, with the distribution becoming more skewed
toward smaller KE values in zones 4–7 as distance in-
creases from the important moisture source of the Gulf

TABLE 1. Maximum I30 (mm h�1) mean and 10-yr storm interval estimate bounded by 2 times the standard error, for each zone and
season. Zones with the same superscript letter in a column are not significantly different at � � 0.05, and zones with the same
superscript number for a season in the same row are not significantly different at � � 0.05.

Mean 10-yr I30

Zone Winter Spring Summer Fall Winter Spring Summer Fall

1 11.07 14.52 16.19 14.03 57.5  1.9 81.0  2.1 93.3  2.2 78.5  2.0
2 8.61 12.471 14.89 12.561 41.2  1.4 69.6  1.4 80.6  1.5 67.9  1.5
3 6.55 11.27 12.99a 10.75 23.4  2.5 61.2  3.4 73.5  2.8 58.6  3.1
4 6.71 9.02 13.15a 9.66 26.3  0.9 50.3  1.2 74.2  1.1 52.2  1.0
5 5.62 7.66 12.33 8.00 15.5  0.7 43.4  1.0 71.9  0.9 43.9  0.8
6 5.41 6.39 9.98 7.03 16.3  0.6 30.9  0.9 57.4  1.1 36.0  0.9
7 5.28 5.83 8.43 6.06 10.2  0.5 21.3  0.8 43.2  1.6 22.5  0.9
8 5.99 5.71 6.64 6.18 21.1  1.2 19.1  0.8 23.5  1.9 21.5  1.0
9 6.66 6.00 6.51 6.74 25.6  1.3 21.0  1.0 20.6  2.0 24.2  1.2
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TABLE 2. The KE (MJ ha�1) mean and 10-yr storm interval estimate bounded by 2 times the standard error for each zone and season.
Zones with the same superscript letter in a column are not significantly different at � � 0.05, and zones with the same superscript
number for a season in the same row are not significantly different at � � 0.05.

Mean 10-yr KE

Zone Winter Spring Summer Fall Winter Spring Summer Fall

1 3.46a 3.89 3.20 3.64 25.7  1.1 30.8  1.4 27.3  1.0 31.4  1.2
2 2.78 3.23 3.08 3.50 20.0  0.7 24.4  0.6 23.2  0.6 27.0  0.8
3 1.54 2.39a 2.69a,1 2.631 9.6  1.1 16.8  1.3 21.3  1.2 19.8  1.4
4 2.18 2.44a 2.81 2.85 14.8  0.5 18.6  0.4 22.1  0.4 21.9  0.5
5 1.33 1.90 2.63a 2.07 8.3  0.4 14.3  0.4 20.8  0.4 15.6  0.4
6 1.44 1.71 2.19 1.99a 10.2  0.4 12.4  0.4 17.3  0.4 15.8  0.5
7 1.09 1.21 1.56 1.33 5.5  0.4 8.3  0.3 10.9  0.4 8.6  0.4
8 2.22 1.54 1.38 2.00a 20.3  1.8 13.1  1.0 7.7  0.6 15.3  1.2
9 3.53a 2.21 1.62 3.00 31.4  2.1 19.2  1.3 9.0  0.7 22.2  1.5

FIG. 2. Maximum I30 probability density distributions for all nine zones and four seasons.
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of Mexico. In zones 1–5, summer and fall tend to have
higher KE values; winter and fall are more dominant in
zones 6–9.

c. Storm erosivity index

The mean and 10-yr EI (MJ mm ha�1 h�1) is the
result of multiplying the I30 by the KE (Table 3) and is
considered to be highly correlated to rainfall erosivity
(Wischmeier and Smith 1978). Spring values were
slightly higher in zone 1, and summer was highest in
zones 2–7. Only zones 8 and 9 had the highest values in
winter.

The PDFs for EI are shown in Fig. 4. In zones 1–3,
the differences between the seasons are relatively
small. In zones 4–7, the differences between seasons
become greater, with summer producing the highest
numbers and winter producing the smallest numbers. In

zones 8 and 9, the roles reverse, with summer contrib-
uting to lower amounts while fall and winter play a
larger role.

The spatial patterns of storm characteristics were
generally coherent. High values along the Gulf of
Mexico reflect the influence of the Gulf as a source of
moisture in all seasons. The influence of this moisture
source region decreased away from the coast. The sea-
sonal patterns of storm characteristics were also similar
with warm season precipitation events having the larg-
est magnitudes for all three storm erosion characteris-
tics. The exception to this was the West Coast (zones 8
and 9), where winter events were more energetic. Most
of this area is known for a West Coast maritime climate
with wet winters and a dry, warm summer season.
Storm erosion characteristics were lowest in magnitude
in zone 7 in all seasons except summer, when zones 8
and 9 were the lowest. Zone 7 is the interior west and

FIG. 3. The KE probability density distributions for all nine zones and four seasons.
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FIG. 4. The EI probability density distributions for all nine zones and four seasons.

TABLE 3. The EI (MJ mm ha�1 h�1) mean and 10-yr storm interval estimate bounded by 2 times the standard error, for each zone
and season. Zones with the same superscript letter in a column are not significantly different at � � 0.05, and zones with the same
superscript number for a season in the same row are not significantly different at � � 0.05.

Mean 10-yr EI

Zone Winter Spring Summer Fall Winter Spring Summer Fall

1 77.3 127.1 117.11 115.31 1201.2  81.8 2097.3  146.7 2067.9  100.4 1934.9  111.9
2 45.3 85.9 103.7 96.8 668.5  39.5 1396.5  55.1 1588.8  68.7 1482.0  74.5
3 18.8a 63.61 83.4 67.5 225.2  44.2 939.8  122.0 1376.2  132.9 1026.4  133.4
4 23.9 42.1 80.8 56.2 334.8  23.2 758.0  35.5 1371.3  44.0 929.3  42.1
5 10.5 26.6 71.2 32.1 129.8  14.9 526.7  25.3 1272.7  37.1 583.9  27.0
6 9.9 16.3 43.1 23.6 139.0  10.6 288.9  15.9 807.6  35.3 433.7  23.9
7 7.3 10.5 28.6a 13.0 61.7  8.1 159.5  12.4 480.5  33.9 185.5  17.0
8 19.6a 11.6 14.9 18.0 335.9  47.3 190.4  19.2 165.2  23.9 253.1  29.5
9 38.8 19.8 17.5a 32.1a 629.9  62.5 322.6  37.2 177.6  36.7 422.9  38.7
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the Great Plains—an area known for being the driest in
the United States in all seasons. These storm erosion
characteristic patterns are explained by the seasonal
water availability from source regions, the atmospheric
water vapor capacity (a function of temperature), and
predominant precipitation mechanisms (convective or
stratiform).

d. Trends in mean storm erosion characteristics

The results of the trend analysis of mean storm char-
acteristics are summarized in Table 4. Mean I30 in-
creased across zones 1–5 during the winter, decreased
in zones 1–3 in spring and summer, and increased in
zones 4–8 in spring and summer. Zone 3 winters expe-
rienced the largest percent increase during the study
period, 19.5%. The three zones closest to the Gulf of
Mexico showed evidence of decreasing I30 amounts in
spring, and to a lesser extent in summer. During spring
and summer, generally small increases were found in
zones 4–8. Fall showed the least spatial coherence of
the four seasons with little or no changes over time,
except in zone 1. Zone 4 showed upward trends in all
four seasons, although only the winter trend shows any
statistical significance. Along the West Coast, zone 8
showed small increases in all seasons, while at the
higher elevations zone 9 showed decreases in all sea-
sons.

Mean KE (Table 4) is strongly related to storm total
precipitation (Part I) as shown in Eq. (1). Eastern U.S.
zones 1–5 show increasing trends in mean KE during
winter, while zones 6–9 show decreases. The far south-
ern zones 1 and 2 reverse this signal with decreasing
trends in mean KE during the spring, as do zones 7–9 in

the West. Summer and fall have quite varied trends
across the conterminous United States. Zone 4 in the
Midwest shows fairly consistent positive trends in mean
KE in all seasons, although they are strongest in the
winter. Meanwhile, zone 9 shows fairly large decreases
in mean KE in all four seasons.

The high-elevation zone 9 is easy to analyze for mean
EI trends, because both component parts—mean I30

and mean KE—trend negatively in every season.
Therefore, mean EI trends are strongly negative in
zone 9, ranging from �2.7% in fall to �26.6% during
summer. With similar reasoning, zone 4 shows consis-
tent increases across all four seasons and all three storm
characteristics. Zones 1–5 also showed increases in EI
in winter, as did zones 1, 3, and 4 in fall. Increasing EI
trends are also apparent in zones 5–7 during spring and
summer. Zone 5 encompasses the Corn Belt, and so the
26.0%, 10.2%, and 8.3% increases in storm erosivity
index during winter, spring, and summer, respectively,
could lead to significant impacts to agriculture and wa-
ter quality. Because farm fields are less likely to be
covered during these seasons, increased erosion could
result. As noted in section 2, the Fischer–Porter gauge
does collect snow events and, therefore, may not en-
tirely reflect the potential for soil erosion during winter
months.

The zones and seasons with consistently strong
trends for all three mean storm characteristics include
fall in zone 1, with large increases in I30 and KE leading
to a 42.8% increase in EI (Fig. 5a) from 1972 to 2002
(94–135 MJ mm ha�1 h�1, respectively). The same is
true for winter in zone 3, with a 69.1% increase in mean
EI (Fig. 5b) from 1972 to 2002 (from 13 to 22 MJ mm

TABLE 4. Trends in mean storm characteristics from 1972 to 2002 expressed as a percent change over the entire period. Entries
marked with ** are significant at the p � 0.05 level, and those marked with * are significant at the p � 0.10 level.

Zone 1 2 3 4 5 6 7 8 9

Max 30-min precipitation intensity

Winter 2.3 5.2 19.5** 7.4* 4.6 �1.6 0.2 3.5 �1.0
Spring �7.8 �7.1 �2.4 1.7 2.7 2.6 1.7 2.6 �1.8
Summer �0.1 �6.5** �0.1 0.4 3.2 0.7 6.1** 0.8 �5.2*
Fall 6.9* �0.5 4.6 0.7 �1.4 �0.3 �0.3 0.7 �1.8

Storm kinetic energy

Winter 0.1 8.0 30.4** 9.8 16.3* �12.7 �13.7* �1.3 �12.6
Spring �10.7 �11.3* 1.3 0.9 5.1 2.4 �3.7 �5.3 �14.0*
Summer 1.5 �3.8 �3.3 1.4 1.4 �2.4 4.1** �1.1 �13.4*
Fall 23.8** �1.7 0.7 2.7 �2.5 �2.9 �10.9** 5.0 �2.2

Storm erosivity index

Winter 5.1 15.7 69.1** 20.8 26.0 �17.4 �14.9** 7.2 �13.5
Spring �18.9 �17.0 3.8 3.2 10.2 7.1 1.3 �1.5 �18.9
Summer 4.8 �10.4* �6.0 2.1 8.3 0.5 17.0** �0.2 �26.6**
Fall 42.8** 0.0 13.4 4.6 �5.6 1.5 �9.8 7.9 �2.7
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ha�1 h�1). To the west, summer in zone 7 shows in-
creases in all three mean storm characteristics (Fig. 5c),
while zone 9 shows strong decreases (Fig. 5d). The re-
sulting changes in EI are significant—a 17% increase
for zone 7 in the summer and a 26.6% decrease in zone
9 in the summer.

4. Summary and conclusions

The objective of this work was to provide a unique
study of the spatial distribution and time trends of the
soil erosion characteristics of individual storms, as op-
posed to daily or monthly precipitation, including the
maximum 30-min precipitation intensity (I30), storm ki-
netic energy (KE), and the storm erosivity index (EI).
This is the first time that such an extensive climatology
of soil erosion characteristics of storms in the United
States has been produced.

Erosional characteristics for each of the four tradi-
tional seasons of spring (March–April–May), summer
(June–July–August), fall (September–October–No-

vember), and winter (December–January–February)
were examined. The storm soil erosion characteristics
were computed using the NCDC 15-min precipitation
database. Because of the challenges in the spatial dis-
tribution, length of record, and quality of individual
stations, the storm characteristics were aggregated by
zones derived from a cluster analysis to create more
robust spatial and temporal patterns and to allow for
the use of standard statistical testing.

The highest mean I30, KE, and EI values occurred in
all seasons in the southeastern United States, while the
lowest occurred predominantly in the interior west. The
lowest mean I30, KE, and EI values typically occurred
in winter, while the highest occurred in summer. The
exception to this was along the West Coast, where win-
ter storms exhibited the largest mean KE and EI values.
Storm erosion characteristics were lowest in magnitude
in zone 7 in all seasons except summer, when zones 8
and 9 were lowest. These storm erosion characteristic
patterns are explained by the underlying physical pro-
cesses that are present during the seasons.

FIG. 5. Selected statistically significant trends in EI for (a) fall in zone 1, (b) winter in zone 3, (c) summer in
zone 7, and (d) summer in zone 9.
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Trends in mean storm characteristics for each zone
were evaluated using linear regression. Because EI is
the product of I30 and KE, the trends in those two
parameters are reflected in EI. Previous research men-
tioned in section 2 has shown that EI is closely related
to soil erosion. Zone 9 showed downward trends in all
four seasons, while zone 4 showed upward trends in all
four seasons. Mean EI increased through most of zones
1–5 in fall and winter, a time when fallow farm fields
may be more vulnerable to soil erosion. Meanwhile,
increasing trends in mean EI are evident for spring and
summer in zones 5–7. Further examination of the physi-
cal processes driving these changes is warranted be-
cause they may lead to insights on potential future
changes.

This study shows that the storm characteristics re-
lated to soil erosion (I30, KE, and EI) reflect the un-
derlying processes that also drive total precipitation,

processes such as orographic features and proximity to
oceans, especially the warm Gulf of Mexico. More chal-
lenging for U.S. conservation policy and practices are
the significant changes in storm erosivity characteristics
that have occurred during the period of 1972–2002. As
a result, some portions of the country, for example, the
Corn Belt located in zone 5, may be more vulnerable to
soil erosion over the course of the 31-yr study period.

In addition to long-term climate variability and
change, preliminary research by Palecki et al. (2002)
suggests that storm characteristics are sensitive to large-
scale interannual climate variability, for example, with
the Pacific decadal oscillation (PDO). A further exami-
nation of the impacts of climate variability issues re-
lated to storm soil erosion characteristics is currently
underway, including the influence of El Niño–Southern
Oscillation events. The 31-yr record used in this study is
too short to determine if the noted changes in storm

TABLE A1. Parameters for I30 (mm h�1) valid for 5.08 � X � X max.

Zone Season Equation No. a b c d 
 
1 � �1 X max

1 Winter (4) 0.2330 13.5513 2.6383 2.7446 — — — — 150
1 Spring (4) 0.2143 17.1111 2.7738 2.3960 — — — — 150
1 Summer (4) 0.2115 18.5737 3.8609 1.9868 — — — — 100
1 Fall (4) 0.2204 16.4704 3.0699 2.3208 — — — — 90
2 Winter (4) 0.2418 10.4794 3.2609 2.7551 — — — — 100
2 Spring (4) 0.2203 15.3935 2.5227 2.6592 — — — — 150
2 Summer (4) 0.2143 17.6594 3.2439 2.1978 — — — — 100
2 Fall (4) 0.2193 15.4265 2.6582 2.5977 — — — — 80
3 Winter (5) �1.6503 �0.3453 12.0889 — 0.0 2.0 �1.0 0.0 100
3 Spring (4) 0.1734 15.6311 3.9561 2.4130 — — — — 175
3 Summer (4) 0.2128 15.9223 4.2545 2.1311 — — — — 125
3 Fall (5) �2.9938 �0.0121 13.3819 — 1.0 1.0 �1.0 0.0 80
4 Winter (4) 3.1009 �0.1609 �1.6875 — 1.0 �1.0 0.0 1.0 100
4 Spring (4) 0.2105 11.3351 3.1175 2.8422 — — — — 125
4 Summer (4) 0.2414 15.2744 3.3806 2.2319 — — — — 125
4 Fall (4) 0.2489 11.4464 3.2582 2.6292 — — — — 125
5 Winter (5) �3.2728 �0.4796 10.0222 — 0.0 2.0 �0.5 0.0 75
5 Spring (4) 0.1802 9.9312 5.0738 2.4484 — — — — 100
5 Summer (4) 0.2291 14.9250 3.5074 2.3050 — — — — 125
5 Fall (4) 0.1860 10.5529 5.2869 2.3462 — — — — 100
6 Winter (4) 0.2507 4.3488 19.8545 1.6111 — — — — 35
6 Spring (5) 5.5431 �3.2417 �7.4026 — 0.0 1.0 �2.0 1.0 150
6 Summer (5) �4.0077 �0.0135 8.1714 — 1.0 1.0 �0.5 0.0 125
6 Fall (5) �5.3895 �0.0160 16.4730 — 1.0 1.0 �1.0 1.0 80
7 Winter (5) �14.9460 40.4600 �48.4418 — �0.5 0.0 �2.0 1.0 200
7 Spring (4) �8.5420 �0.0070 26.5452 — 1.0 1.0 �1.0 1.0 100
7 Summer (4) �5.2372 �0.0428 11.5857 — 1.0 0.0 �0.5 0.0 150
7 Fall (5) �8.1429 �0.0060 25.2164 — 1.0 1.0 �1.0 1.0 125
8 Winter (5) �17.1216 64.8168 �71.1422 — �0.5 0.0 �1.0 0.0 150
8 Spring (5) �11.8565 183.7634 �387.8300 — �1.0 0.0 �2.0 1.0 150
8 Summer (5) �6.7061 �0.0346 20.9438 — 1.0 0.0 �1.0 1.0 150
8 Fall (5) �14.6257 47.2730 �103.5289 — �0.5 0.0 �2.0 1.0 110
9 Winter (5) 9.6406 �4.5609 �39.4069 — 0.0 1.0 �2.0 1.0 100
9 Spring (5) �26.3340 69.8979 �268.1261 — �1.0 0.0 �2.0 1.0 75
9 Summer (5) �11.3187 32.9165 �55.0684 — �0.5 0.0 �2.0 1.0 100
9 Fall (5) 9.7045 �4.5583 �40.6869 — 0.0 1.0 �2.0 1.0 100
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erosion characteristics are part of long-term climate
change or are driven by slow oscillations in teleconnec-
tion patterns, such as PDO. However, these results sug-
gest that the changes in the risk of soil erosion are large
enough over time that climate change and variability
must be actively built into soil conservation policy and
practices. One way of doing this is to immediately and
regularly update the climatic parameters in critical con-
servation planning tools and to continue to do so to
reflect current climate conditions as suggested by the
Soil and Water Conservation Society (2003).
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APPENDIX

Coefficients of PDF Curves by Zone and Season

In Tables A1–A3, the equations that best fit the
probability distribution for each variable, season, and
zone are identified as either Eq. (4) or Eq. (5) (see
section 2). The appropriate parameters are identified
for cases utilizing Eq. (5), and the regression coeffi-

TABLE A2. The KE (MJ ha�1) valid for 1.0 � X � X max.

Zone Season Equation No. a b c d 
 
1 � �1 X max

1 Winter (5) �2.6089 �0.3120 0.3457 — 0.5 1.0 �2.0 0.0 50
1 Spring (5) �2.6811 �0.2893 0.3599 — 0.5 1.0 �2.0 0.0 70
1 Summer (5) �2.5687 �0.3257 0.3427 — 0.5 1.0 �2.0 0.0 55
1 Fall (5) �2.6224 �0.3190 �0.3561 — 0.5 1.0 �2.0 0.0 50
2 Winter (5) �2.5176 �0.3658 �0.3454 — 0.5 1.0 �2.0 0.0 40
2 Spring (5) �2.5851 �0.3247 0.3465 — 0.5 1.0 �2.0 0.0 55
2 Summer (5) �2.5664 �0.3358 0.3476 — 0.5 1.0 �2.0 0.0 50
2 Fall (5) �2.6437 �0.3138 0.3654 — 0.5 1.0 �2.0 0.0 50
3 Winter (5) �0.4043 �1.8560 0.2825 — 0.5 0.0 �2.0 0.0 25
3 Spring (5) �0.6931 �1.4768 �0.3345 — 0.5 0.0 �2.0 1.0 60
3 Summer (5) �0.7624 �1.4106 �0.3156 — 0.5 0.0 �2.0 1.0 60
3 Fall (5) �0.6984 �1.4772 �0.3298 — 0.5 0.0 �2.0 1.0 40
4 Winter (5) �2.5906 �0.4053 0.5512 — 0.5 1.0 �1.5 0.0 40
4 Spring (5) �2.5110 �0.3930 0.4824 — 0.5 1.0 �1.5 0.0 40
4 Summer (5) �2.6354 �0.3386 0.5217 — 0.5 1.0 �1.5 0.0 50
4 Fall (5) �2.6607 �0.3397 0.5387 — 0.5 1.0 �1.5 0.0 50
5 Winter (5) 0.1740 �2.2012 �0.3100 — 0.5 0.0 �2.0 1.0 30
5 Spring (5) �2.4688 �0.4690 0.5078 — 0.5 1.0 �1.5 0.0 35
5 Summer (5) �2.6140 �0.3534 0.5228 — 0.5 1.0 �1.5 0.0 40
5 Fall (5) �2.5411 �0.4385 �0.5357 — 0.5 1.0 �1.5 1.0 35
6 Winter (5) �2.0476 �0.7982 �1.3316 — 0.0 2.0 �1.0 1.0 30
6 Spring (5) �2.4334 �0.5119 0.5052 — 0.5 1.0 �1.5 0.0 30
6 Summer (5) �2.4631 �0.4235 0.4755 — 0.5 1.0 �1.5 0.0 35
6 Fall (5) �2.5823 �0.4541 0.5353 — 0.5 1.0 �1.5 0.0 35
7 Winter (5) �3.9340 �0.6435 1.9206 — 0.0 2.0 �1.0 0.0 35
7 Spring (5) 0.1018 �2.2541 0.2445 — 0.5 0.0 �2.0 0.0 30
7 Summer (5) 0.0461 �2.0284 �0.2727 — 0.5 0.0 �2.0 1.0 30
7 Fall (5) �0.0622 �2.1077 0.2505 — 0.5 0.0 �2.0 0.0 30
8 Winter (5) �0.8405 �1.5086 0.3945 — 0.5 0.0 �1.5 0.0 50
8 Spring (5) �0.3479 �1.8569 0.3519 — 0.5 0.0 �1.5 0.0 30
8 Summer (5) �2.8672 �0.7286 0.9280 — 0.0 2.0 �1.5 0.0 25
8 Fall (5) �2.7301 �0.6215 0.7931 — 0.0 2.0 �1.5 0.0 50
9 Winter (5) �1.2464 �1.1972 0.2813 — 0.5 0.0 �2.0 0.0 70
9 Spring (5) �2.8244 �0.5556 0.8152 — 0.0 2.0 �1.5 0.0 40
9 Summer (5) �2.8734 �0.6582 0.9004 — 0.0 2.0 �1.5 0.0 40
9 Fall (5) �0.7624 �1.3369 �0.5617 — 0.5 0.0 �1.0 1.0 45
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cients for the best fit of an analytical curve to the em-
pirical PDF are given for all of the equations.
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DIVISION S-5—PEDOLOGY

Pedogenesis of Vesicular Horizons, Cima Volcanic Field, Mojave Desert, California

K. Anderson,* S. Wells, and R. Graham

ABSTRACT rather they rise upwards on a vertically accreting eolian
mantle (Wells et al., 1987, 1995; McFadden et al., 1987).An existing model of desert pavement formation suggests desert
The processes by which dust is incorporated into vesicu-pavement clasts rise vertically on an accreting eolian mantle and
lar horizons that underlie desert pavements are poorlythe underlying vesicular horizon coevolves with pavement formation.

Results presented here support this model and provide a mechanism understood. Chemical, physical, and micromorphologi-
whereby eolian material is transported from the ground surface to cal data on vesicular soil peds are presented here that
ped interiors, thereby increasing the thickness of the vesicular horizon help identify the processes of dust translocation and
underlying desert pavements. Basaltic desert pavements in the Cima CaCO3 accumulation within vesicular soil peds. Com-
Volcanic Field are underlain by a vesicular horizon with strong coarse bining such data with age estimates of vesicular horizons
columnar and strong medium platy soil structure. Peds collected from provides insights into the mechanisms and timing of
three sites along a topographic gradient were subsampled into seven accretionary desert pavement formation.
ped domains to quantify physical, chemical, and micromorphological The designation of vesicular horizons as Av does not
properties within peds and along the topographic transect. Ped interi- easily conform to established criteria for horizon no-ors have up to 40% clay and 12% CaCO3 whereas sediments adhering

menclature. For example, although vesicular horizonsto ped sides have �7% clay and 2% CaCO3. Argillans and siltans
have been designated Av since at least 1958 (Springer,lining platy surfaces in ped centers and bottoms indicate desert dust
1958) and are presently designated as such in the soilsis translocated vertically along the macropores between peds and
literature (Peterson, 1980; McFadden et al., 1984, 1998),horizontally along platy boundaries to ped interiors. Once soils de-
the Soil Survey Manual (Soil Survey Staff, 1993) re-velop a strong columnar and platy structure, translocation to ped
serves v for plinthite soil horizons. In addition, Av hori-interiors is enhanced. Calibrated radiocarbon ages between 5440 and

5045 BP for Av ped centers suggest enhanced dust flux and pedogene- zons exhibit complex properties commonly attributed
sis occurred during the drier middle Holocene, an inference supported to B horizons, such as enrichment in salts, CaCO3, and
by luminescence dating and correlations with regional eolian chro- translocated clay, but they also continuously incorporate
nologies. new parent material from eolian additions, so might be

designated as surface C horizons. Nevertheless, to avoid
confusion and maintain convention, the Av designation

Vesicular soil horizons commonly underlie desert is used here.
Early models of pavement formation focused on thepavements in the southwestern USA. The hypothe-

exhumation of clasts by deflation (Springer, 1958;sis that vesicular soils and associated desert pavements
Jessup, 1960; Sharon, 1962; Symmons and Hemming,coevolve is supported by soil and stratigraphic field stud-
1968; Cooke, 1970; Cooke and Warren, 1973; Mabbutt,ies (McFadden et al., 1984, 1986; Wells et al., 1985,
1977) or the shrink and swell heave of clasts to the1987; McDonald, 1994), geochemical and mineralogical
ground surface (Springer, 1958; Johnson and Hester,investigations (McFadden et al., 1987), and cosmogenic
1972; Mabbutt, 1977). More recently, the association ofdating procedures (Wells et al., 1995; Anderson and
vesicular soils with desert pavements on many land-Wells, 1997). Fine-textured eolian material accumulat-
forms in the Southwest has been shown to support aning below surface clasts is pedogenically altered into a
accretionary mechanism of pavement development (Mc-vesicular horizon. Continued eolian accumulation and
Fadden et al., 1986; McDonald, 1994). The shift frompedogenesis leads to cumulic soil development below
assuming that desert pavements are zones of erosion toaccretionary desert pavements. In the California Cima
the realization that they can be zones of deposition hasVolcanic Field, fine-textured desert dust is deposited on
caused studies of landscape development in the Mojaverubbly, basalt flow surfaces (Fig. 1). Through processes
Desert to refocus on dust accumulation and soil forma-such as rain splash, surface wash, and translocation, dust
tion (McFadden et al., 1987; McDonald et al., 1994;continually accumulates below basaltic clasts, devel-
Reheis and Kihl, 1995). Examples of accretionary desertoping underlying vesicular horizons. Thus, pavement
pavements on basalt flows of the Cima Volcanic Fieldclasts have never been buried as was once assumed, but include up to 2 m of relatively clast-free, quartz-rich
eolian sands between basalt flows and the overlying
desert pavements. The uppermost horizon, generallyK. Anderson, Box 6013, Bilby Research Center, Northern Arizona

University, Flagstaff, AZ 86011; S.G. Wells, Desert Research Institute, an Av, represents an actively accreting physically and
2215 Raggio Parkway, Reno, NV 89512; R.C. Graham, Dep. of Envi- chemically complex layer.
ronmental Science, University of California, Riverside, CA 92521.
Received 9 Feb. 2001. *Corresponding author (kirk.anderson@nau.

Abbreviations: AMS, accelerated mass spectrometry; BP, before pres-edu).
ent; EC, electrical conductivity; MRT, mean residence time; TL, ther-
moluminescence.Published in Soil Sci. Soc. Am. J. 66:878–887 (2002).
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Vesicular horizons were recognized by Marbut (1935)
to be common in arid environments. Recently, because
of the unique properties and stratigraphic position of
Av horizons at the ground surface, investigations are
focusing on their effects on decreasing infiltration and
increasing runoff, thereby influencing plant-water rela-
tionships, soil development, surficial processes, and
landscape evolution (Musick, 1973; Wells et al., 1984,
1987; McDonald, 1994). Many researchers have investi-
gated the processes of vesicle formation. Springer (1958)
reproduced vesicles from sieved Av material after only
five wet and dry cycles. The original Av properties of
sieved soils return after 20 to 30 wetting and drying
cycles; additional cycles increase the number, size, sur-
face area, sphericity, and continuity of pores (Miller,
1971; Figueira and Stoops, 1983; Figueira, 1984). Even-
ari et al. (1974) determined that vesicle formation was
influenced by the following: texture, wetting front dis-
placement of soil air, surface sealing by crusts or clasts,
air trapped when wet, and thermal expansion of air
bubbles. Bouza et al. (1993) found that a high exchange-
able Na percentage (�15) is an important vesicle forma-
tion factor for Patagonian soils. Vesicle stability is aided Fig. 1. Diagram showing stratigraphic and topographic relationships
by CaCO3 (Evenari et al., 1971) and clay coatings (Sulli- of Sites I, II, and III discussed in the text. Soil stratigraphy and

brief descriptions of vesicular horizons show desert pavementsvan and Koppi, 1991). Observations of Av horizons in
overlying the accretionary eolian mantle. Note the location of thethe Cima Volcanic Field reveal strong columnar and
Cima Volcanic Field within the Mojave Desert.platy soil structure, with individual peds exhibiting tex-

tural and chemical zonation from ped exterior to ped radiocarbon age. However, because of the physical and
interior locations. Qualitative field properties include chemical variability of soil processes, it remains unclear
sandy, low-CaCO3 ped exteriors, and clayey CaCO3-rich which humus fraction is the most representative of the
ped interiors (McFadden et al., 1984). Using micromor- initiation of soil genesis for any particular soil (Stout et
phic, physical, and chemical analyses, Anderson et al. al., 1981). Anderson and Wells (1997) reported consis-
(1994; this study) observed that vertical and horizontal tent stratigraphic trends in accelerator mass spectrome-
translocation of fines and solute transport within the try (AMS) radiocarbon ages of vesicular soils on an
Av horizon increase the clay and CaCO3 content of alluvial fan sequence in the Mojave Desert, suggesting
ped interiors. that an age-dependent signature may be preserved in

Av soils. Because of the uncertainties of AMS ages on
soil organic matter, conservative interpretations usingRadiocarbon Age Estimates
minimum mean residence times are useful within the

Radiocarbon age estimates based on soil organic mat- context of supporting data, as discussed below.
ter can be difficult to interpret, although interpretations The objectives of the research presented in this paper
can be enhanced using supporting independent data. are to (i) identify the physical and chemical properties
Some researchers suggest that reliable radiocarbon dat- of Av peds underlying desert pavements and to (ii)
ing of soils is possible (Scharpenseel, 1979; Goh et al., determine the processes active within the Av horizon
1977), whereas others rely on the concept of mean resi- that may affect desert pavement formation. Detailed
dence time (MRT), where a radiocarbon age on soil physical, chemical, and micromorphological analyses of
organic matter is the mean age of all the organic C Av peds enhance understanding of vesicular ped forma-
components added to the soil over time. The MRT con- tion and the influence of Av horizon genesis on the
cept assumes that younger C is continuously added to development of accretionary desert pavements. Radio-
the soil, and that older C is lost by processes of decay, carbon age estimates provide preliminary chronologic
translocation, and mineralization. Mean residence time control in understanding the timing and rate of Av soil
dates are minimum age estimates; soils are actually older genesis for (i) comparisons with other dated soils, (ii)

correlation with potentially important climatic periods,than MRT ages suggest (Birkeland, 1999).
and (iii) determining whether Av horizons form duringBecause of the importance of determining soil age
discrete periods of the geologic past, e.g., Pleistocenein geomorphic, pedogenic, and archeological settings,
or Holocene.radiocarbon dating of soils continues to be used by many

researchers. Wang et al. (1996) obtained model ages
based on the 14C activity and rates of younger C addi- MATERIALS AND METHODS
tions. Scharpenseel (1979) determined that careful con-

Site Characteristicssideration of sample selection and analysis of specific
organic matter fractions (humic, fulvic, humin, humic- The study area is on a basalt flow in the Cima Volcanic

Field, in the eastern Mojave Desert, that has been K-Ar datedclay, etc.) could greatly improve interpretation of the
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Table 1. Soil physical properties of Pedon II.

Color Consistence§

Horizon Depth Dry Text.† Structure‡ dry moist wet HCl reaction¶ Clay films# Pores†† Boundary‡‡ Other§§

cm
Typic Natrargid
A 0–0.5 10YR 7/3 ls m lo lo sp,po eo na na as na
Avt 0.5–7 10YR 7/3 l 3,c,cpr-2,f,pl h fr s,p e-es pin eo pex 4,n,po 3,vf-m,v�t,in as 10YR 5/3, cl ped int.
Btvk 7–9 7.5YR 5/4 sicl 3,c,cpr-2,f,pl sh-h fr s,p es 2,n,po,br,co 3,vf-m,v,in cs na
Btk 9–16 7.5YR 5/4 l 1,f-m,abk so fr ss,p e mat.; ev nod. 1,n,pf na cw 7.5YR 8/4, vh, ev nodule
Bk 16–27 7.5YR 5/4 sl 1,f,abk so fr ss,p es mat. ev nod. na na aw 7.5YR 8/4, vh, ev nodule
Bky1 27–40 7.5YR 5/6 sl l,f,abk lo fr ss,ps eo-e na na cw asicular gypsum
Bky2 40–60 7.5YR 5/6 sl m lo fr ss,ps ve mat. e nod. na na cw asicular gypsum

† ls, loamy sand; l, loam; sicl, silty clay loam; sl, sandy loam.
‡ m, massive; 3, strong; c, coarse; cpr, columnar; 2, moderate; f, fine; pl, platy; 1, weak; abk, angular blocky.
§ lo, loose; h, hard; sh, slightly hard; so, soft; fr, friable; so, non-sticky; po, non-plastic; s, sticky; p, plastic; ss, slightly sticky; ps, slightly plastic.
¶ eo, no reaction; ve, very slightly effervescent; e, slightly effervescent; es, strongly effervescent; ev, violently effervescent; pin, ped interior; pex, ped

exterior; mat, matrix; nod, nodules.
# na, data not available; 4, many, n, thin; po, in pores; 2, few; br, bridges; co, coatings; pf, ped faces.
†† 3, many; vg, very fine; m, medium; v, vesicular; t, tubular; in, inped.
‡‡ a, abrupt; s, smooth; c, clear; w, wavy.
§§ c, common; 1, fine; int, interior; vh, very hard; ev, violent effervescent.

to 580 000 � 160 000 yr old (Turrin et al., 1984). This flow growth and animal activity are high. Relief across the surface
is generally low, except where bedrock highs are exposed orwas chosen for the following reasons:
where drainages have incised.

1. Previous work provides a reliable pedologic framework
(McFadden et al., 1987).

Sampling and Analysis2. The thick (up to 2 m) eolian sheet and strongly developed
columnar-structured vesicular horizon underlying the The Av horizon exhibits strong columnar parting to platy
desert pavement provides a spectacular example of the soil structure, allowing cohesive, columnar peds to be sampled
accretionary model of desert pavement formation. individually. Three sample sites were chosen 25-m apart along

3. Age control for the underlying bedrock provides a maxi- a 50-m transect. Site II is downslope from Site I and upslope
mum age for soil formation. from Site III (Fig. 1). After pavement characteristics were

described, pavement clasts were removed, which allowed col-The basalt flow is 700 m above sea level and grades �2�
lection of surface eolian material. Removal of surficial mate-to the west. The flow surface lies 10 m above the local base
rial revealed polygonal ped tops (Hunt et al., 1966; McFaddenlevel as an erosional remnant (Fig. 1). Vegetation includes
et al., 1987), ranging in both diameter and thickness from �1creosote bush [Larrea tridentada (Sessé & Moc. ex DC.) Co-
to �10 cm. The soil at Site II, judged to be similar to the soilsville], brittle bush (Encelia farinosa), mormon tea (Ephedra
at Sites I and III, was described in detail (Soil Survey Staff,trifurca), and joshua tree (Yucca brevifolia Engelm.). Mean
1992, 1993); it is a Typic Natrargid consisting of Avt-Btvk-annual precipitation is between 12 and 25 cm and the mean
Btk-Bk-Bky1-Bky2 horizons (Fig. 1, Tables 1 and 2). The Avannual temperature is 16 to 18�C (National Oceanic and Atom-
horizon has the following characteristics: 10YR hue, highspheiric Administration [NOAA], 1978, p. 570). The basalt
value, and low chroma, reflecting the low organic matter con-flow overlies Pleistocene alluvial fan gravels. A mantle of
tent and slight oxidation; high silt and clay content; columnardesert dust overlies the basalt flow (Fig. 1, Tables 1 and 2).
and platy soil structure; horizon thickness between 5 and 10Overlying the soil is a tightly interlocking desert pavement
cm; and numerous vesicular and channel pores. Ten to 12mosaic with millimeter-scale distances between well-varnished
peds from each site were collected and stored separately.basaltic boulders and cobbles (McFadden et al., 1989). The

In the laboratory, ped domains were defined according to�5-mm interclast spaces consist of basaltic fragments derived
macroscopic characteristics such as Munsell color, texture,from local salt weathering of larger clasts and loose quartz-
carbonate nodules, and soil structure. Peds were subsampledrich sand, silt, and clay eolian deposits. In some locations a
according to the defined domains to quantify physical andthin, cohesive crust has formed. Pebble to small cobble-size
chemical variations within peds (Fig. 2). Based on variationsclasts generally rest on the surface, whereas larger cobbles
in soil properties, the following seven distinct ped domainscan be embedded in the Av horizon up to several centimeters.

Poorly preserved pavement fabric occurs in areas where plant were identified and sampled: (1) material adhering to ped

Table 2. Soil chemical and physical properties of Pedon II.

Horizon Depth pH EC† CaCO3 Sand Silt Clay Silt � Clay Texture‡

cm dS m�1 %
Typic Natrargid
A 0–0.5 9.6 2.0 0.6 64 33 2 36 sl
Avt 0.5–7 10.1 3.7 6.4 33 38 30 67 cl
Btvk 7–9 9.7 10.1 5.3 na na na na na
Btk 9–16 9.1 17.2 12.7 42 37 20 58 l
Bk 16–27 8.9 18.4 5.6 53 36 11 47 sl
Bky1 27–40 8.3 24.1 8.8 53 44 3 48 sl
Bky2 40–60 8.3 23.2 16.3 na na na na na

† Electrical Conductivity.
‡ ls, loamy sand; l, loam; sicl, silty clay loam; sl, sandy loam; na, data not available.
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cles are not lined with clay or carbonate but are bounded
by sand grains. Interior positions of ped tops, ped sides,
and ped centers are dominated by irregularly shaped
vesicles, compressed vertically and elongated horizon-
tally. Many vesicles in these domains have subrounded
to angular borders.

Channel pores are absent from exterior positions of
ped tops and ped sides. Interior positions of ped tops,
sides, and centers have interconnected channel pores,
but they are commonly filled with sediment. In the lower
positions of ped centers, ped lower sides, and ped bot-
toms, channel pores are common. Channel pores are
often connected to the macropores between ped faces,
forming a continuous conduit from the ground surface
to interior ped domains. Channel pores in ped bottoms
can be interconnected to a great extent, forming platy
soil structure. Argillans and siltans commonly line the
lower surfaces of platy structure, whereas the upper

Fig. 2. Cross-section of ped interior showing vesicles, platy structure, surfaces may have a coating of CaCO3, called calcitans
and sampling strategy for Av peds, including subsampled Domains (Fig. 3).
1 through 7.

Physical and Chemical Analysistops, (2) material adhering to ped sides, (3) ped top, (4) ped
center, (5) ped bottom, (6) ped upper side, and (7) ped lower Macroscopically delineated domains within peds pro-
side (Fig. 2). Material adhering to ped surfaces (Domains 1 vide a basis for interpreting genetic processes from mea-
and 2) is generally �3 mm thick. Other sampled domains are sured physical and chemical properties. General trendsgenerally between 1 and 3 cm thick, according to ped size.

in particle-size distribution show that materials adheringSubsampled ped domains from single peds provided too little
to ped tops and sides have the lowest clay content,material for subsequent laboratory analysis. Therefore, ana-
whereas ped centers have the highest (Table 3). Materiallyzed samples consisted of combined material from subsam-
adhering to ped tops and ped faces (Domains 1 and 2)pled domains of several peds from each separate site. The
consistently have the coarsest texture, sandy loam, withexception to this was subsampling for the accelerator mass

spectrometry radiocarbon analysis, which was performed on 2 to 7% clay. Ped top (Domain 3) textures range from
the center domain of two individual peds. silt loam to loam, having 19% clay and 45 to 50% silt,

Particle size was determined by pipette analysis, after re- the highest silt concentration within the ped. Ped center
moval of salts and carbonate by sodium acetate digestion (Gee textures range from loam to clay, with the highest clay
and Bauder, 1982). Calcium carbonate weight percentage was (27 to 40%) and silt plus clay (70 to 71%) concentra-
determined by the manometric method (Nelson, 1982). Elec- tions. Ped bottom textures are loam to clay loam, with
trical conductivity was measured on saturation extracts follow- generally the second highest clay concentrations. Up-ing Rhoades (1982). Soil pH was measured using a 1:1 ratio

per-side textures are loam, with consistently low clayof soil/water paste. Large-format thin-sections (2 by 3 cm)
and high silt concentrations. Lower-side textures arewere made on vertical sections of Av peds.
clay loam and loam, illustrating an increase in clay con-Bulk soil samples for AMS radiocarbon age determination
centration compared with upper sides.were collected from ped centers at Sites I and II. Ped centers

The CaCO3 content was determined for 18 subsam-were sampled after trimming ped tops and sides until the
ples, although this was not determined for material ad-center domain remained. Pretreatment for both samples in-

cluded four steps: removal of macroscopic roots, acid washes hering to ped faces (Domain 2) because of small sample
in hot HCl to remove inorganic carbonates, alkali washes in recovery (Table 3). The general trend is that material
NaOH to remove secondary organic acids, and final acid wash adhering to ped tops has the lowest CaCO3 content and
to neutralize the sample. These treatments were designed to ped centers have the highest. Materials adhering to ped
remove the acid and alkali-soluble fraction, leaving the alkali- tops (Domain 1) have a CaCO3 content ranging from
insoluble organic fraction for age determination. Pretreatment 0.4 to 1.5%, and ped tops (Domain 3) range from 3.0
and analysis were performed by Beta Analytic, Inc. (Florida). to 5.5%. Ped centers have a CaCO3 content ranging

from 6.0 to 12.1%, and those of ped bottoms are nearly
RESULTS as high, ranging from 6.1 to 8.6%. Upper and lower ped

sides have similar CaCO3 contents, with the lowest beingMicromorphology
1.1% and the highest 3.3%.

Micromorphic analysis focused on properties of vesi- Trends in particle-size distribution and CaCO3 con-
cles and channel pores, cutans, and carbonate accumula- tent also occur along the topographic transect, from Site
tions. Evidence of plant and animal activity can be seen I to Site III. The silt � clay content for material adhering
in thin sections, although rootlets, obvious animal bur- to ped tops increases from 34% at the upper site (Site
rows, and identifiable plant and animal remains are rare. I) to 40% at the lower site (Site III). Similarly, the silt �
Spherical vesicles occur in the sandy loam material that clay content of material adhering to ped faces increases

from 40 to 45% and the clay content for ped centersoccupies exterior positions of ped tops and sides. Vesi-
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Fig. 3. (a) Photomicrograph of Av ped, with argillans indicating lateral translocation of dust to ped interiors. (b) Line drawing identifying major
micromorphological features seen in Fig. 4a. See text for details.

increases from 27 to 40% between Site I and Site III. The results of pH and electrical conductivity (EC)
analysis indicate alkaline and saline conditions (TableAn increase in CaCO3 content in downslope positions

is noted for some peds in Domains 1, 3, and 4. 3); the pH values are 9.2 or greater. No noticeable pat-
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Table 3. Properties of subsampled vesicular horizon peds, Cima Volcanic Field.

Description Domain pH EC† CaCO3 Sand Silt Slay Silt � Clay Texture‡

dS cm�1 %
Site I

on ped top 1 9.2 1.3 0.4 66 40 4 34 sl
on ped face 2 na na na 60 33 7 40 sl
ped top 3 9.7 0.9 3.0 31 50 19 69 l
ped center 4 9.7 1.2 6.0 30 43 27 70 cl
ped bottom 5 9.6 1.9 6.1 34 44 22 66 l
upper side 6 9.6 2.2 2.1 31 47 21 69 l
lower side 7 9.5 1.1 3.3 32 38 29 68 cl

Site II
on ped top 1 9.6 2.0 0.6 64 33 2 36 sl
on ped face 2 na na na 58 35 7 42 sl
ped top 3 9.8 4.1 4.1 36 45 19 64 l
ped center 4 9.8 2.7 9.4 29 35 36 71 cl
ped bottom 5 9.8 2.5 8.6 33 34 33 67 cl
upper side 6 9.7 4.9 1.2 33 44 23 67 l
lower side 7 9.6 4.5 1.1 34 37 28 66 cl

Site III
on ped top 1 9.5 1.0 1.5 60 35 6 40 sl
on ped face 2 na na na 55 41 4 45 sl
ped top 3 9.8 2.1 5.5 34 48 19 66 l
ped center 4 9.3 9.4 12.1 29 31 40 71 c
ped bottom 5 9.4 7.7 7.4 32 37 32 68 cl
upper side 6 9.8 2.6 2.5 39 41 19 61 l
lower side 7 9.5 6.2 3.1 41 37 22 59 l

† Electrical conductivity.
‡ ls, loamy sand; l, loam; sicl, silty clay loam; sl, sandy loam.

tern in pH values occurred within peds or along the very coarse (5–10 mm) elliptical and channel shapes.
topographic transect. The EC values indicate saline con- Elliptical pores may coalesce to form interconnected
ditions (EC � 4 dS m�1 ) for many of the subsampled channels, which in turn may coalesce laterally to create
domains. Electrical conductivity of �2 dS m�1 occurs platy soil structure. Platy structure in the center and
at all sites for material adhering to ped tops. The highest bottom of columnar peds forms conduits connected to
EC, 9.4 dS m�1, is in the ped center of the lowest topo- interstructural macropores between the columnar peds
graphic position, Site III. (Sullivan and Koppi, 1991). Interstructural pores are

generally �0.5 cm wide and �10 cm long. Continuous
Radiocarbon Ages conduits between interstructural macropores, and the

channels and platy structure within the columnar peds,Accelerator mass spectrometry radiocarbon analysis
allow movement of sediment and water from the groundof fine-grained bulk soil samples from two subsampled
surface to ped interiors (Anderson et al., 1994). Incorpo-ped centers provides similar age determinations. Con-
ration of fine material within the ped probably occursventional, uncalibrated radiocarbon ages are 4530 � 50
in two ways: transport in suspension by flowing waterBP (Beta-93902) at Site I, and 4570 � 50 BP (Beta-
and matric suction. Flowing water transports the fines91527) at Site II, 25 m apart. The two sigma (95%
down vertical boundaries between peds and inwardprobability) tree-ring calibrated radiocarbon age esti-
along the horizontal platy boundaries where clays accu-mate from Site I ranges from 5315 to 4995 years before
mulate as layered argillans. Further evidence for thepresent (BP), whereas the age from Site II ranges from
transport of coarser material occurs in the form of mi-5440 to 5045 years BP. The calibrated radiocarbon ages,
crobedding, where millimeter-size channels contain de-interpreted as MRTs, are comparable with a 5000 �
posits fining upward from sand to silt size. Matric suction1000 BP thermoluminescence age obtained from an Av draws water, solutes, and colloids to ped interiors and,horizon from a similar-aged basalt flow nearby (McFad- as evapotranspiration dries the soil, CaCO3 precipitatesden et al., 1998). They are also useful for discussing and clay remains. Anderson et al. (1994) indicated that

relationships with regional climatic (Spaulding, 1991) sediment movement may be enhanced by the dispersive
and eolian chronologies (Clarke, 1994). properties at the soil surface under high Na concentra-

tions, and the flocculating properties of ped interiors
DISCUSSION and bottoms because of higher CaCO3 concentrations.

Peds contain two domains of low clay and CaCO3Interpretation of Processes
content and five domains of higher clay and CaCO3.

The micromorphic characteristics of Av peds suggest Domains 1 and 2 have consistently lower clay and
that pore shape and continuity control the movement CaCO3, and higher sand and silt content than the other
of material to ped interiors. Pore shapes include a vari- domains. Ped centers have higher clay and CaCO3 con-
ety of nonmatrix and interstructural pores (Soil Survey tents than all other ped domains, with up to 15 times
Staff, 1993). Nonmatrix pores occur as many very fine the CaCO3 concentration of exterior domains. Also,
to medium (�0.5–5 mm) and occasionally coarse to micromorphic investigations show argillans and calci-
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tans lining horizontal channels and platy structural fea- sands of years (Birkeland, 1999). Ages determined by
bulk soil radiocarbon analysis are the average ages of alltures in the lower portions of ped centers. Numerous

irregular argillaceous and skeletal glaebules, and sand- organic constituents in the soil, excluding those removed
through pretreatment processes. In this context, MRTsfilled granotubules in the upper portions of ped centers,

indicate that this domain is relatively inactive with re- do not represent steady-state systems because (i) the
rates of additions and removals from the soil systemgard to the lateral translocation of sediment. Pedotu-

bules filled with sandy material suggest that as upper may exhibit considerable temporal variation, and (ii)
organic matter steady states are not attained in desertped centers become filled with sediment, the active zone

of translocation shifts to lower ped domains, such as soils for a very long time (perhaps 300 000 yr) because
of the relatively slow rates of organic matter additionsped bottoms, where platy structures dominate.

Ped bottom domains have calcitans and layered argil- and removals (Wang et al., 1996). Although such age
determinations can be problematic (Stout et al., 1981),lans that represent distinct episodes of lateral clay trans-

location. Fining upward microbedding of silt and sand limited interpretations can be made using MRTs as min-
imum ages (Martel and Paul, 1974; Goh et al., 1977;in ped bottoms indicates lateral sediment transport by

suspension along the platy structure, which represents Scharpenseel, 1979). Some researchers think that spe-
cific organic fractions can provide reliable oldest ages,the active domain of lateral clay, silt, and sand transloca-

tion (see Fig. 3). Particle-size distribution, CaCO3 con- and therefore the closest to the inception of soil genesis
(Goh et al., 1977; Holliday et al., 1985), while otherstent, and micromorphology of Av peds indicate that

soluble and easily translocated constituents are prefer- have determined that results are neither repeatable nor
predictable from one soil to another (Gilet-Blein etentially removed from the outer two domains, conse-

quently accumulating in the ped center, upper-side, al., 1980).
Most studies of soil radiocarbon ages identify thelower-side, and bottom domains.

potential source of young organic C as continued growthFrom a landscape-scale perspective, the CaCO3 and
and decay of in situ organic matter; few studies haveclay data may provide insights into processes involved
attempted to account for organic matter additions fromin the progressive reduction of relief on desert pavement
eolian sources, even though Reheis and Kihl (1995)surfaces. Incipient desert pavement landscapes have
measured up to 23.5% organic matter from dust trapshigh constructional relief because of irregular topogra-
in the Cima Volcanic Field and 45% in other portionsphy inherited during initial emplacement, whereas ma-
of the Mojave Desert. Given that Av soils in the Cimature pavement landscapes (middle to early Holocene
Volcanic Field have eolian origins (McFadden et al.,and late Pleistocene) have reduced constructional relief
1984, 1987, 1998), and that �20% of desert dust consists(Wells et al., 1984; Bull, 1991). As pavements develop,
of organic matter, it must be assumed that a significanttopographic highs are reduced by salt weathering, rain
portion of organic matter added to desert soils is fromsplash, and colluviation, and topographic lows are filled
eolian sources. Therefore, radiocarbon ages determinedwith slopewash colluvial and eolian material. A measur-
on any soil fraction must take this into account. Al-able increase in both fines and CaCO3 occurs from Site
though the origin of organic C for bulk AMS analysisI to Site III (see Fig. 1). Site III, at the topographically
of the sampled Av peds remains unclear and only specu-lowest position, has consistently higher silt and clay con-
lative, the possible sources, and interpretations, musttents for many ped domains, and clayey, CaCO3-rich ped
attempt to explain the contributions from both in situcenters. Processes related to eolian deposition, surface
organic matter production and eolian additions.transport of fines via overland flow, and subsurface

A conservative interpretation of the AMS ages oftransport of solutes to lower topographic positions may
Av peds can be made by comparing them with (i) anbe responsible for the observed increases. The amount
independent thermoluminescence (TL) age on Av soils,of clay and CaCO3 incorporated into the topographically
(ii) regional eolian activity, and (iii) periods of regionallower soils may increase the volume of material in these
aridity. Preliminary inferences can thus be made regard-positions at a greater rate than slightly higher positions,
ing increased aridity, eolian activity, and enhanced ve-thereby aiding in relief reduction of increasingly older
sicular soil formation during the middle Holocene.desert pavement surfaces.

Because the radiocarbon ages are interpreted as mini-
mum age estimates, Av soil genesis probably beganAges of Av Peds sometime prior to the 5440 to 4995 BP period. The
5000 � 1000 BP TL age on quartz sands from an AvThe processes of soil organic matter turnover and the

subsequent addition of younger C to the soil system soil ped on a nearby 560 ka basalt flow (McFadden et
al., 1998) supports these ages. The TL age on eoliando not conform to the basic assumption that “carbon

isotopic ratios have not been altered except by 14C decay quartz sand suggests an influx of eolian material onto
the basalt flows in the Cima Volcanic Field during thesince the sampled material ceased to be an active part

of the carbon reservoir” (Taylor, 1987). Because surface middle Holocene, influencing vesicular soil formation
by adding eolian fines to the developing Av horizon.soils are an active part of the C reservoir, that is, younger

C continues to be added to the soil during pedogenesis, Considering the organic matter data from Reheis et
al. (1995) discussed above, it is possible that increasedthey are very difficult to interpret. Radiocarbon ages

on soils result from a mixture of material being added amounts of eolian organic matter were also added to
the soil system during this time. This might explain thedaily to fractions already in the soil, perhaps for thou-
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correspondence between AMS and TL dating methods. fines. They postulated that Av horizon development on
the basalt flows in the Cima Volcanic Field may haveResulting ages from both methods could be interpreted

as MRTs, given the dynamic processes active in the Av been initiated or enhanced during the Pleistocene to
horizons, where organic matter and quartz grains are Holocene transition and its increased eolian activity.
introduced to ped centers by the processes described The results from chemical, physical, and chronologic
earlier. Perhaps enough eolian organic matter was analyses presented above suggest that the middle Holo-
added during this time to lower the MRT age towards cene may also have been a time of increased eolian
the �5000-BP period. deposition, affecting pedogenic development of the al-

The AMS and TL ages correspond to middle Holo- ready formed Av horizon, with a corresponding influ-
cene eolian activity at Silver Lake playa, 20 km upwind ence on desert pavement formation.
from the Cima Volcanic Field, where an eolian deposit
is bracketed by 8350- and 3620-BP radiocarbon ages Implications for Desert Pavement Formation
(Wells et al., 1989). Eolian deposits at the Kelso sand

The processes of sediment incorporation below desertdunes, 10 km south of the project area, have been dated
pavement on well-developed soils include clay andusing optically stimulated luminescence to between 8420
CaCO3 accumulation in the upper several centimetersand 3500 BP (Clarke, 1994). Spaulding (1991), using
of the vesicular soil, causing horizon thickening andpackrat midden data, suggested that a period of in-
vertical accretion. Pavement clasts above this accretingcreased aridity occurred between �8000 and 4000 BP
Av horizon ride upward as material below continues toin portions of the Mojave Desert.
accumulate. Translocation and subsequent storage ofThe correspondence between AMS and TL dated Av
eolian fines and salts in ped interiors provides a mecha-horizons, with periods of increased eolian activity and
nism for cumulic soil development below pavementregional aridity, suggests that the Av horizons investi-
clasts, whereby material is added to the soil via lateralgated in this study may, in part, be influenced by a
macropore conduits.middle Holocene increase in eolian sediment and or-

The initial phase of the process of eolian accumulationganic matter mobilization, deposition, and incorpora-
and pavement development remains speculative, but istion into surface Av soils. Wells et al. (1984, 1987) and
probably influenced by adhesion and surface tensionMcFadden et al. (1984, 1986) have suggested that desic-
forces as water and sediment act to form laminar surfacecation of Silver Lake at the end of the Pleistocene dra-
crusts that adhere to clast bottoms (Fig. 4). A secondmatically increased the supply of dust to the Cima Vol-
phase includes continued eolian influx and CaCO3 ac-canic Field, greatly affecting soil genesis and clast

fracturing by increasing the amount of salt-rich eolian cumulation, allowing formation of incipient vesicles

Fig. 4. Hypothesized phases of eolian accumulation and vesicular soil formation emphasizing the influence of pedogenic processes on lifting
clasts and consequent formation of accretionary desert pavements. Size of largest clast shown is �20 cm.
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