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ABSTRACT

Carbon dioxide (CO2) sensors are often deployed in commercial buildings to obtain CO2 data that are used in a process called demand-controlled ventilation to automatically modulate rates of outdoor air supply.  The goal is to keep ventilation rates at or above design requirements and to save energy by avoiding ventilation rates 182 CO2 sensors located in 29 commercial buildings CO2 measurement errors varied widely and were sometimes hundreds of parts per million and greater than 50% of the actual concentration.  Approximately half of the CO2 sensors had errors greater than 75 ppm – the accuracy specification in California’s Title 24 standard.  Higher average accuracy was associated with a single-lamp single-wavelength sensor design and with sensors that have a sensor self-calibration feature; however, many of the sensors with these design features still had large errors.  Sensor error was not clearly related to sensor age.  Complementary laboratory-based evaluations performed by the Iowa Energy Center of new CO2 sensors found that many new sensors had large errors.  These studies indicate that the accuracy of CO2 sensors used in commercial buildings for automatic control of building ventilation is often less than required in the Title 24 standards and insufficient for effective building ventilation control.  Together, these studies indicate that substantial sensor technology improvements are needed in the low cost CO2 sensors used for demand controlled ventilation or that different, likely much more expensive, types of existing CO2 sensors should be utilized for demand controlled ventilation.  

This is an interim report based on data collected through the end of July 2009. Additional data are being collected and additional analyses performed.  Thus, the findings and conclusions in this report are subject to change.  

INTRODUCTION

People produce and exhale carbon dioxide (CO2) as a consequence of their normal metabolic processes; thus, the concentrations of CO2 inside occupied buildings are higher than the concentrations of CO2 in the outdoor air.  The magnitude of the indoor-outdoor concentration difference decreases as the building’s ventilation rate per person increases.  If the building has a nearly constant occupancy for several hours and the ventilation rate is nearly constant, the ventilation rate per person can be estimated from the maximum steady state difference between indoor and outdoor CO2 concentrations (Persily 1997; ASTM 1998).  For example, under steady conditions, if the indoor CO2 concentration in an office work environment is 700 parts per million above the outdoor concentration, the ventilation rate is approximately 15 cfm per person (ASHRAE 2007).  In many real buildings, occupancy and ventilation rates are not stable for sufficient periods to enable an accurate determination of ventilation rate from CO2 data; however, CO2 concentrations remain an approximate, easily measured, and widely used proxy for ventilation rate per occupant.  The difference between the indoor and outdoor CO2 concentration is also a proxy for the indoor concentrations of other occupant-generated bioeffluents, such as body odors (Persily 1997).  

Epidemiological research has found that indoor CO2 concentrations are useful in predicting human health and performance.  Many studies have found that occupants of office buildings with a higher difference between indoor and outdoor CO2 concentration have, on average, increased sick building syndrome health symptoms (Seppanen et al. 1999).  In a study within a jail, higher CO2 concentrations were associated with increased respiratory disease (Hoge et al. 1994) and higher CO2 concentrations in schools have been associated with increased student absence (Shendell et al. 2004) and office worker absence (Milton et al. 2000).  Additionally, a recent study (Shaughnessy et al. 2006) found poorer student performance on standardized academic performance tests correlated with increased CO2 in classrooms and Wargocki and Wyon  (Wargocki and Wyon 2007) found that students performed various school-work tasks less rapidly when the classroom CO2 concentration was higher.  

In a control strategy called demand controlled ventilation (Fisk and de Almeida 1998) (Emmerich and Persily 2001), CO2 sensors, sometimes called CO2 transmitters, are often deployed in commercial buildings to obtain CO2 data that are used to automatically modulate rates of outdoor air supply.  The goal is to keep ventilation rates at or above design requirements but to also adjust the outside air supply rate with changes in occupancy in order to save energy by avoiding over-ventilation relative to design requirements.  Some buildings use CO2 sensors just to provide feedback about ventilation rates to the building operator, without automatic modulation of ventilation rates based on the measured CO2 concentrations.

Reviews of the research literature on demand controlled ventilation (Fisk and de Almeida 1998; Emmerich and Persily 2001; Apte 2006) indicate a significant potential for energy savings, particularly in buildings or spaces with a high and variable occupancy.  Based on recent modeling, (Brandemuehl and Braun 1999) cooling energy savings from application of demand controlled ventilation are as high as 20%.  However, there have been many anecdotal reports of poor CO2 sensor performance in actual applications of demand controlled ventilation.  Also, pilot studies of sensor accuracy in California buildings indicated substantial error in the measures made by many of the evaluated CO2 sensors (Fisk et al. 2007).  

Based on the prior discussion, there is a good justification for monitoring indoor CO2 concentrations and using these concentrations to modulate rates of outdoor air supply.  However, this strategy will only be effective if CO2 sensors have a reasonable accuracy in practice.  

This interim report addresses studies of the accuracy of a large sample of single-point CO2 sensors, i.e., sensors used to measure CO2 concentrations at single indoor locations in commercial buildings within California.  In general, large commercial buildings with DCV deploy several of these sensors at different indoor locations, e.g., within meeting rooms, general office spsces, or return air ducts that draw air from these spaces.  With respect to these sensors, the study objectives included assessing the relationship of sensor accuracy with sensor manufacturer, design features, and age as these findings could serve a basis for guidance on sensor selection and maintenance. 

METHODS

The research on single-point CO2 sensors, hereinafter called “sensors”, was performed in two phases.  The pilot study phase supported by the U.S., Department of Energy evaluated the performance of 44 CO2 sensors located in nine buildings in California.  The second study phase supported by the California Energy Commission evaluated the performance of 138 sensors from 20 buildings in California, with additional data collection in additional buildings still to be completed.  This interim report presents and analyzes the data from both study phases, with a total of 182 sensors located in 29 buildings.  Two different protocols were employed to assess the accuracy of the CO2 sensors.  When possible, bags of primary standard CO2 calibration gases were used to evaluate sensor performance at five CO2 concentrations from 236 to 1775 parts per million (ppm).  Based on the specifications of the calibration gas supplier and the protocols employed, the calibration gas concentrations were known within about 7% at the lowest concentration and within 2% at the highest concentration.  In the multi-point calibration checks, the CO2 sensors located in buildings sampled each of the calibration gases.  The CO2 concentrations reported on the computer screen of the building’s data acquisition system or on the CO2 sensor display, or when possible at both locations, were recorded.  The data obtained were processed to obtain an offset error and slope or sensor gain error using a least-squares linear regression of measured CO2 concentration verses “true” CO2 concentration.  If a sensor agreed exactly with the “true” concentration, then the offset error would be zero and the slope equal unity.  However, an offset error of 50 ppm would indicate that the sensor would read 50 ppm high at a concentration of 0 ppm.  A slope of 0.8 would indicate that slope of the curve of reported concentration plotted versus true concentration is 0.8.  These multipoint calibrations were performed when the CO2 sensors had an inlet port and the sensor had a concentration display or the building operator was able and willing to program the data acquisition system so that data were provided with sufficient frequency (e.g., every several minutes) to make a multipoint calibration possible with calibration gas bags of a practical volume.  This type of performance test was completed for 75 sensors from 15 buildings.

When a multi-point calibration was not possible, single-point calibration checks of the building’s CO2 sensors were performed using a co-located and calibrated reference CO2 instrument.  The protocol was very simple.  A calibrated research-grade CO2 instrument was taken to the building where its calibration was checked with samples of primary standard calibration gases.  The reference instrument was placed so that it sampled at the same location as the building’s CO2 sensor.  Data from the reference instrument was logged over time.  CO2 concentrations reported on the sensor’s display or the building’s data acquisition system’s screen, or at both locations, were recorded manually.  The data were processed to obtain an absolute error, equal to the CO2 concentration reported by the building’s data acquisition system minus the true CO2 concentration.  A percentage error equal to the absolute error divided by the true CO2 concentration, multiplied by 100%, was also calculated.  This type of sensor performance check was completed for 118 sensors located in 19 buildings, including single point calibration checks of 12 sensors for which multi-point calibrations were also completed.  One limitation of the single point calibration data is that much of the data were obtained with CO2 concentrations below 500 ppm.

The reference instrument used for the single point calibrations has an automatic zero feature and is calibrated with a span gas.  The rated accuracy is “better than 1% of span concentration” but limited by the accuracy of the calibration gas mixture.  In this study, the span gas concentration was 2536 ppm and rated at ( 2% accuracy.  Multipoint calibration checks of this reference instrument were also performed using precision dilutions of the span gas during field site visits.  Figure 1 shows an example of the deviations between the reference instrument output and the concentration of CO2 in the diluted span gas.  The deviations range from approximately +1% to – 2%.  To further evaluate the accuracy of measurements with the reference instrument, it was used to measure the CO2 concentration in nine additional calibration gas mixtures, all distinct from the span gas routinely used for instrument calibration checks.  As shown in Figure 2, the reference instrument output deviated from the reported calibration gas concentration by approximately -1% to -5%.  Given these data, the uncertainty in CO2 concentration measurements made with the reference instrument is estimated to be 5% or less. 
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Figure 1. Example of measurement errors of reference CO2 instrument when measuring precise dilutions of the span gas.
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Figure 2.  Errors in measuring the concentration of nine CO2 calibration gases with the reference CO2 instrument.  

All of the CO2 sensors evaluated were non dispersive infrared sensors.  The sensors generally have a default measurement range of zero to 2000 ppm, although in some cases other ranges can be selected.  Nearly all sensors sampled via diffusion, i.e., had no sample pump.  The manufacturers’ accuracy specifications translate into maximum errors of ( 40 ppm to ( 100 ppm at a concentration of 1000 ppm if the sensor range is zero to 2000 ppm.  The manufacturers’ recommended calibration frequency ranged from every six to 12 months for older products to “never needs a calibration under normal conditions”, with a five year recommended calibration interval being common.  Facility managers were asked to provide the age of the sensors, i.e., the time elapsed since sensor installation in the buildings, but in general they provided only estimates of ages.  Some sensors use two lamps or two wavelengths of infrared energy in a process to correct for sources of potential drift in sensor calibration, e.g., to correct for diminished lamp infrared energy output (National Buildings Controls Information Program 2009).  For analysis purposes, sensors were classified into the following four design categories: single lamp, single wavelength; dual lamp, single wavelength; single lamp, dual wavelength; or unknown when product literature did not specify the design.  In this classification scheme, “lamp” refers to the infrared source(s) and “wavelength” refers to the wavelength(s) of infrared energy detected by the sensor’s detector. Based on product literature, some sensors perform a self calibration or auto calibration.  In many instances, this self calibration is an automated background calibration process in which the sensor’s calibration is automatically reset based a complex algorithm and the lowest sensor responses encountered during a prior period.  This automatic background calibration process assumes that the lowest encountered CO2 concentration is approximately 400 ppm; i.e., that the CO2 concentration at the sensor location drops to the outdoor air CO2 concentration.  However, product literature for some sensors simply refers to a “self calibration” without providing details, and for many sensors the product literature does not indicate whether or not there is a self calibration feature.  (Automatic background calibration is less likely to be implemented if the sensor uses other means such as a dual lamp or dual wavelength design, to maintain sensor accuracy.)  

For analyses of how various sensor features related with sensor accuracy, sensors were assigned a design code, a self calibration code, and an age.  Based on a review of product literature, sensors were assigned a sensor design code (DC).  The sensor design code numbers and corresponding sensor designs were as follows: DC1 = known single lamp single wavelength; DC2 = suspected single lamp single wavelength; DC3 = dual lamp single wavelength; DC4 = single lamp dual wavelength; DC5 = unknown.  For many sensors, the sensor design code could not be determined due, for example, to the lack of design information on product literature.  Sensors were also grouped into the follow two categories: sensors in which product literature refers to a self calibration feature (normally automatic baseline control) and other sensors.  This categorization is crude.  The designs of dual lamp and dual wavelength sensors are intended to automatically correct for sources of error which could be considered a form of self calibration, but normally the product literature for these sensors did not refer to a self calibration.  For analysis purposes, an age of 0.5 years was assigned for sensors characterized as “new”.  When a facility manager indicated that a sensor was more than “n” years old, “n” was assigned as the sensor age.  Two-tailed T-tests for samples of unequal size and variance were employed to determine if sensor errors were statistically significantly associated with various sensor features, such as the sensor design category or age.  These tests were only performed when both samples had ten or more sensors.

The sensor performance checks, for single point sensors, were all performed in commercial buildings located in California, selected without consideration of building age or type of CO2 sensor.  The buildings were used for healthcare, education, software industry, judicial, library, utility, corrections, law enforcement, museum, entertainment, and state and federal office applications.  There were ten brands of CO2 sensors
 and multiple model types of some brands.  

RESULTS

Multi-point Calibration Checks

Table 1a and 1b and Figure 3-5 provide results from the multi-point calibration checks of CO2 sensors.  Zero offset errors ranged from –530 to +1110 ppm with an arithmetic mean of 35 ppm.  The arithmetic mean of the absolute values of zero offset errors was 108 ppm.  For 35 of 75 sensors, the offset error was greater than (75 ppm.  The slope of the curve of measured versus true CO2 concentration ranged from -0.14 to 2.87.  For 46 of 75 sensors, the slope was more than 0.05 from unity.  Based on the offset error and slope, Table 1 provides predicted CO2 concentration measurement errors at true CO2 concentrations of 600 and 1000 ppm.  At 600 ppm, predicted errors ranged from –594 ppm to +586 ppm with an average of the absolute values of the error equaling 119 ppm.  For 37 of 75 sensors, the predicted error at 600 ppm was greater than 75 ppm.  At 1000 ppm, predicted errors ranged from  –990 ppm to +1130 ppm with an average of the absolute values of the error equaling 173 ppm.  For 34 of 75 sensors, the predicted error at 1000 ppm was greater than 75 ppm.  The predicted % error in the measurements were greater than 15% for 29% and 19% of sensors at 600 ppm and 1000 ppm, respectively.

The multipoint calibration data were generally very well fit by a straight line linear.  For 63 of 75 multi-point calibration checks, R2 was within 0.02 of unity.  In six cases, R2 was more than 0.1 from unity, with values of 0.89, 0.89, 0.76, 0.68, 0.15, and 0.00. 

Table 1a.  Results of multi-point calibration checks of CO2 sensors – pilot study.

	Build-ing
	Sensor Code
	Offset Error (ppm)
	Slope
	R2
	Predicted Error at 600 ppm (ppm)
	Predicted Error at 1000 ppm (ppm)
	Reported Sensor Age (years)
	Sensor Manu-facturer Code

	-1
	Unit 1-1*
	-55
	0.89
	0.99
	-119
	-161
	--
	1

	-1
	Unit 2-1*
	-113
	0.43
	0.68
	-454
	-681
	--
	2

	-1
	Unit 2-2*
	-77
	0.32
	0.76
	-488
	-762
	--
	2

	-1
	Unit 2-3*
	6
	0.00
	0.15
	-594
	-994
	--
	1

	-4
	1015
	45
	1.03
	1.00
	62
	73
	1
	4

	-4
	1016
	49
	1.00
	1.00
	49
	50
	1
	4

	-5
	Circle
	326
	1.35
	1.00
	537
	678
	5
	5

	-5
	Triangle
	-2
	1.09
	1.00
	51
	86
	5
	5

	-5
	Square
	-19
	1.23
	1.00
	117
	207
	5
	5

	-6
	Courtroom 1
	32
	1.03
	1.00
	50
	62
	2
	4

	-6
	Courtroom 3
	45
	0.98
	1.00
	31
	22
	2
	4

	-6
	Courtroom 4
	-6
	1.16
	1.00
	91
	155
	2
	4

	-6
	Courtroom 5
	57
	1.03
	1.00
	73
	84
	2
	4

	-7
	ClassRm 110
	81
	1.50
	1.00
	381
	581
	1
	6

	-7
	ClassRm 127
	39
	0.98
	1.00
	26
	18
	1
	6

	-8
	Library 232
	21
	1.00
	1.00
	24
	26
	1
	6

	-9
	AHU 2
	18
	1.04
	1.00
	42
	58
	1
	6

	-9
	AHU 1
	56
	0.94
	1.00
	20
	-5
	1
	6


*sensor pump not working, calibration gas pushed through sensor

Note: R2 is the square of the Pearson correlation coefficient

Table 1b.  Results of multi-point calibration checks of CO2 sensors – main study.

	Build-ing
	Sensor Code
	Offset Error (ppm)
	Slope
	R2
	Predicted Error at 600 ppm (ppm)
	Predicted Error at 1000 ppm (ppm)
	Reported Sensor Age (years)
	Sensor Manu-facturer Code

	1
	C2-11
	246
	0.76
	0.98
	102
	6
	<1
	4

	1
	C2-14
	196
	0.75
	0.99
	44
	-57
	<1
	4

	1
	C2-6
	60
	0.85
	0.99
	-33
	-95
	<1
	4

	1
	C2-17
	39
	0.91
	0.97
	-15
	-51
	<1
	4

	1
	C2-5
	367
	0.54
	0.89
	94
	-89
	<1
	4

	3
	B8, Rm-020
	-534
	2.87
	1.00
	586
	1333
	1
	7

	3
	B7, Rm-040
	105
	1.50
	0.94
	406
	606
	1
	7

	3
	B6, Rm-110
	-119
	1.55
	0.99
	213
	434
	1
	7

	3
	B5 Rm-130
	-136
	1.61
	0.96
	232
	478
	1
	7

	3
	B4 Rm-120
	-171
	1.64
	0.98
	211
	466
	1
	7

	3
	B3 Rm-140
	-237
	1.72
	0.91
	195
	483
	1
	7

	4
	J101
	44
	1.05
	1.00
	76
	97
	5
	7

	4
	J102
	38
	0.93
	0.99
	-2
	-29
	5
	7

	4
	I111
	28
	0.99
	1.00
	21
	16
	5
	7

	4
	I210
	-18
	0.97
	1.00
	-35
	-47
	5
	7

	4
	I205
	35
	1.02
	1.00
	44
	50
	5
	7

	4
	E223
	-139
	0.86
	1.00
	-222
	-278
	5
	7

	4
	E221
	-173
	0.85
	1.00
	-264
	-325
	5
	7

	5
	104
	29
	1.18
	1.00
	139
	212
	4
	4

	5
	156
	82
	1.05
	1.00
	110
	129
	4
	4

	5
	134
	103
	0.99
	1.00
	94
	88
	4
	4

	5
	206
	73
	0.98
	1.00
	62
	55
	4
	4

	6
	A3005
	131
	0.94
	0.99
	93
	67
	3.5
	4

	6
	A3064
	96
	0.98
	1.00
	85
	77
	3.5
	4

	6
	3071
	118
	0.96
	1.00
	96
	80
	3.5
	4

	6
	2016
	-53
	0.89
	1.00
	-118
	-161
	3.5
	4

	6
	2025
	126
	0.98
	0.99
	117
	111
	3.5
	4

	6
	C2102
	90
	0.98
	1.00
	76
	68
	3.5
	4

	6
	2032
	94
	0.99
	1.00
	86
	80
	3.5
	4

	6
	C2062
	134
	0.96
	1.00
	108
	91
	3.5
	4

	6
	C2092
	126
	0.92
	1.00
	78
	46
	3.5
	4

	6
	C2100
	82
	0.96
	1.00
	60
	46
	3.5
	4

	6
	C2061
	88
	0.99
	1.00
	79
	73
	3.5
	4

	7
	8th F  West
	26
	1.08
	1.00
	72
	102
	7
	4

	7
	6th F West
	-223
	1.11
	1.00
	-159
	-115
	7
	4

	7
	2nd F West
	227
	0.97
	0.98
	211
	200
	7
	4

	7
	7th F East
	32
	1.02
	1.00
	45
	53
	7
	4

	15
	1-1
	-41
	1.19
	1.00
	74
	151
	1
	9

	15
	1-17
	-120
	1.25
	0.99
	30
	130
	1
	9

	15
	2-4
	62
	1.18
	0.99
	169
	241
	1
	9

	16
	conf room
	-4
	1.03
	0.94
	12
	23
	1.5
	5

	16
	open space
	105
	0.87
	0.98
	29
	-22
	1.5
	5

	17
	L2.A.M-04.Hall
	-32
	1.04
	0.98
	-9
	7
	1.5
	5

	17
	L2.A.M-06.Of
	485
	0.00
	n.a.
	-115
	-515
	1.5
	5

	17
	L2.A.M-08
	-39
	1.03
	0.96
	-20
	-7
	1.5
	5

	17
	L3.A.M-06.Of
	12
	0.99
	0.98
	6
	2
	1.5
	5

	17
	L3.A.M-04.Of
	1110
	-0.14
	0.89
	424
	-32
	1.5
	5

	17
	L3.A.M-06.Of
	-12
	1.04
	0.99
	12
	28
	1.5
	5

	17
	L3.B.M-19 Of
	-50
	1.08
	0.98
	1
	35
	1.5
	5

	17
	F 1-W. far from el
	-46
	1.08
	0.98
	0
	30
	1.5
	5

	17
	F 1-E close to el
	-44
	1.10
	0.99
	18
	60
	1.5
	5

	17
	Flr 1-E middle
	-65
	1.07
	0.99
	-25
	1
	1.5
	5

	17
	Flr 1-E farthest
	-60
	1.10
	0.99
	1
	42
	1.5
	5

	17
	B1.A.M-06
	-9
	1.06
	0.98
	26
	49
	1.5
	5

	17
	B1.A.M-04 Of
	-77
	1.11
	0.98
	-12
	32
	1.5
	5

	17
	B1.B.M-017 Of
	-42
	1.10
	0.98
	20
	62
	1.5
	5

	17
	B1.B.M-19 Of
	-15
	1.06
	0.99
	20
	43
	1.5
	5


Note: R2 is the square of the Pearson correlation coefficient
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Figure 3. Zero offset errors and slopes from multipoint calibration checks of CO2 sensors.
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Figure 4.  Frequency distributions of zero offsets and slopes from multipoint calibration checks of CO2 sensors.

Single-point Sensors - Single Point Calibration Checks

Table 2a and 2b and Figure 5 and 6 provide the results of the single point calibration checks of CO2 sensors.  Absolute errors ranged from the single-point calibration checks from – 1300 to + 1490 ppm with an average absolute value of 204 ppm.  For 67 of 119 sensors (56%), the error was larger than 75 ppm.  Percentage errors ranged from –160% to +360%.  The average absolute value of percent error was 46%.  For 68 of 119 evaluations (57%), the error was greater than 15%.  

Table 2a. Results of single-point calibration checks of CO2 sensors –pilot study.

	Build- ing
	Sensor Code
	“True” Conc. (ppm)
	Absolute  Error (ppm)
	% Error
	Reported Sensor Age (years)
	Sensor Manufacturer Code

	-2
	2a-1
	394
	58
	15%
	4
	3

	-2
	2a-2
	377
	38
	10%
	4
	3

	-2
	3a-1
	369
	341
	92%
	4
	3

	-2
	3a-2
	377
	48
	13%
	4
	3

	-2
	4a-1
	395
	540
	137%
	4
	3

	-2
	4a-2
	378
	-378
	-100%
	4
	3

	-2
	6a-2
	376
	215
	57%
	4
	3

	-2
	6a-2 repeat
	375
	213
	57%
	4
	3

	-2
	7a-2
	372
	-371
	-100%
	<4
	4

	-2
	8a-1
	360
	662
	184%
	4
	3

	-2
	8a-2
	350
	89
	25%
	4
	3

	-2
	9a-1
	368
	668
	182%
	4
	3

	-2
	9a-2
	393
	1013
	258%
	4
	3

	-2
	10a-2
	377
	363
	96%
	4
	3

	-2
	11a-2
	361
	-103
	-29%
	4
	3

	-2
	12a-1
	396
	452
	114%
	4
	3

	-2
	13a-1
	342
	621
	182%
	4
	3

	-2
	13a-2
	340
	437
	129%
	4
	3

	-2
	14a-1
	342
	-342
	-100%
	4
	3

	-2
	14a-2
	340
	469
	138%
	4
	3

	-2
	15a-1
	359
	85
	24%
	4
	3

	-3
	unit 1
	462
	292
	63%
	--
	5

	-3
	unit 2
	463
	276
	60%
	--
	5

	-3
	unit 3
	487
	133
	27%
	--
	5

	-4
	1015
	457
	74
	16%
	1
	4

	-4
	1016
	459
	76
	17%
	1
	4

	-4
	1017
	472
	78
	17%
	1
	4

	-5
	Circle
	378
	482
	127%
	5
	5

	-5
	Triangle
	376
	48
	13%
	5
	5

	-5
	Square
	358
	76
	21%
	5
	5

	-6
	Courtroom 1
	381
	69
	18%
	2
	4

	-6
	Courtroom 2
	364
	92
	25%
	2
	4

	-6
	Courtroom 3
	380
	71
	19%
	2
	4

	-6
	Courtroom 4
	391
	59
	15%
	2
	4

	-6
	Courtroom 5
	423
	63
	15%
	2
	4

	-7
	Classroom 110
	413
	267
	65%
	1
	6

	-7
	Classroom 127
	466
	43
	9%
	1
	6

	-7
	Assembly AHU-1
	350
	29
	8%
	1
	6


Table 2b. Results of single-point calibration checks of CO2 sensors –main study.

	Build- ing
	Sensor Code
	“True” Conc. (ppm)
	Absolute Error (ppm)
	% Error
	Reported Sensor Age (years)
	Sensor Manufacturer Code

	2
	AHU-10
	487
	69
	14%
	5
	4

	2
	AHU-8
	498
	156
	31%
	5
	4

	2
	AHU-7
	505
	76
	15%
	5
	4

	2
	AHU-6
	501
	258
	51%
	5
	4

	2
	AHU-5
	515
	1
	0%
	5
	4

	2
	AHU-1
	481
	97
	20%
	5
	4

	2
	AHU-16
	482
	-20
	-4%
	5
	4

	2
	AHU-17
	452
	258
	57%
	5
	4

	2
	AHU-18
	421
	13
	3%
	5
	4

	4
	I110
	503
	-68
	-14%
	5
	7

	4
	I209
	800
	-1298
	-162%
	5
	7

	8
	AHU 3-1
	547
	65
	12%
	5
	n.a

	8
	AHU 3-2
	556
	64
	12%
	5
	n.a.

	9
	AHU 1-1
	538
	59
	11%
	5
	n.a

	9
	AHU 1-2
	551
	61
	11%
	5
	n.a.

	9
	AHU 1-3
	499
	47
	9%
	5
	n.a

	9
	AHU 1-4
	544
	57
	10%
	5
	n.a.

	10
	AHU 2-1
	556
	64
	12%
	5
	n.a.

	10
	AHU 2-2
	602
	68
	11%
	5
	n.a.

	11
	107
	439
	35
	8%
	2
	5

	11
	105
	408
	-310
	-76%
	2
	5

	11
	113
	430
	40
	9%
	2
	5

	11
	125
	446
	33
	7%
	2
	5

	11
	146
	537
	-80
	-15%
	2
	5

	11
	310
	422
	-1
	-0%
	2
	5

	11
	344
	435
	25
	6%
	2
	5

	12
	164
	461
	33
	7%
	1
	5

	12
	270
	469
	26
	6%
	1
	5

	12
	299
	431
	37
	9%
	1
	5

	12
	362
	491
	31
	6%
	1
	5

	12
	190
	536
	65
	12%
	1
	5

	13
	M theater front
	455
	200
	44%
	new
	7

	13
	M theater rear
	423
	76
	18%
	new
	7

	13
	Exp.theater
	468
	161
	34%
	new
	7

	14
	100
	581
	30
	5%
	3
	8

	14
	108
	397
	858
	216%
	3
	8

	14
	110
	612
	67
	11%
	3
	8

	14
	201
	519
	98
	19%
	3
	8

	14
	202
	631
	-14
	-2%
	3
	8

	14
	205
	721
	185
	26%
	3
	8

	14
	204
	704
	307
	44%
	3
	8

	14
	206
	772
	530
	69%
	3
	8

	14
	207
	697
	197
	28%
	3
	8

	14
	208
	636
	94
	15%
	3
	8

	14
	210
	960
	86
	9%
	3
	8

	14
	211
	536
	811
	151%
	3
	8

	14
	213
	818
	185
	23%
	3
	8

	14
	214
	1148
	336
	29%
	3
	8


n.a. = not available

Table 2b (continued). Results of single-point calibration checks of CO2 sensors –main study.

	Build- ing
	Sensor Code
	“True” Conc. (ppm)
	Absolute Error (ppm)
	% Error
	Reported Sensor Age (years)
	Sensor Manufacturer Code

	15
	1-1
	424
	35
	8%
	1
	9

	15
	1-2
	407
	19
	5%
	1
	9

	15
	1-17
	481
	30
	6%
	1
	9

	15
	1-3
	429
	59
	14%
	1
	9

	15
	1-6
	426
	131
	31%
	1
	9

	15
	2-4
	453
	119
	26%
	1
	9

	15
	AHU2-Outdoor
	465
	-31
	-7%
	1
	10

	15
	AHU1-Outdoor
	406
	-9
	-2%
	1
	10

	18
	Showroom
	496
	95
	19%
	1
	10

	19
	AHU-1
	468
	-25
	-5%
	3+
	4

	19
	AHU-2
	409
	255
	62%
	3+
	4

	20
	PH4
	429
	-389
	-91%
	13?
	4

	20
	PH12
	415
	-415
	-100%
	13?
	1

	20
	PH2
	434
	-397
	-91%
	13?
	4

	20
	PH7
	457
	22
	5%
	13?
	4

	20
	PH6
	439
	5
	1%
	13?
	4

	20
	PH3
	601
	-572
	-95%
	13?
	4

	20
	PH9
	429
	-429
	-100%
	13?
	1

	20
	PH1
	434
	-434
	-100%
	13?
	4

	20
	PH8
	418
	1486
	356%
	13?
	4

	20
	PH13
	417
	-413
	-99%
	13?
	1

	20
	PH10
	431
	10
	2%
	13?
	4

	20
	PH11
	427
	-4
	-1%
	13?
	4

	20
	PH5
	438
	48
	11%
	13?
	4

	20
	PH14
	438
	-134
	-31%
	13?
	1

	20
	R20W1&2
	436
	119
	27%
	13?
	1

	20
	R20W3&4
	433
	-9
	-2%
	13?
	4

	20
	R20E3&4
	432
	51
	12%
	13?
	1

	20
	R20E1&2
	433
	154
	36%
	13?
	1

	20
	SSBE-1
	425
	25
	6%
	13?
	4

	20
	SSBE-2
	413
	168
	41%
	13?
	1

	20
	SSBW-1
	434
	551
	127%
	13?
	4

	20
	SSBW-2
	413
	124
	30%
	13?
	1


n.a. = not available
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Figure 5.  Absolute and percent errors from single point calibration checks of CO2 sensors.
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Figure 6. Frequency distribution of errors in single-point calibration checks.

Comparison of Multi-point and Single point Calibration Checks

Both multipoint and single point calibration checks were completed for twelve CO2 sensors.  To evaluate the consistency of these two sensor assessment methods, the offset error and slope of each of the twelve multipoint calibration checks were used to predict the absolute error in the corresponding single point calibration check.  The differences between the twelve predicted and actual measured single-point errors ranged from –35 to +20 ppm and the average of the absolute values of differences was 15 ppm.  The modest magnitude of these differences is evidence of the validity of using the offset error and slope to characterize sensor accuracy.

Association of Sensor Accuracy with Manufacturer, Sensor Design Features and Sensor Age

Tables 3 and 4 summarize average errors for sensors with manufacturer code and with various design features based on the multi-point calibration checks and single-point checks, respectively.  Average measurement errors differ substantially with sensor design features but in most cases the differences are not statistically significant.  Bold entries in the table indicate a t-statistic less than 0.05; hence, a statistically significant difference between the highlighted error and the error of the full set of sensors.  The analyses suggest that sensors that have a single-lamp single-wavelength design and sensors that have a self calibration feature are significantly more accurate.  There is a high degree of overlap among the single-lamp single-wavelength sensors and the sensors with a self calibration feature.  The data indicate that sensors with a self calibration (generally automatic baseline control) have, on average, a larger zero offset than the full set of sensors.  The sensor gain; however compensates for the zero offset such that accuracy at 600 and 1000 ppm is, on average, statistically significantly better for sensors with a self calibration feature.  The multipoint calibration data suggest a statistically significantly better accuracy for sensors from manufacturer 4 relative to all sensors.  Manufacturer 4 products generally have a single lamp single wavelength design and a self calibration.  The single lamp, single-wavelength design or a self calibration did not, however, assure a high accuracy.  As indicated in Table 5, a large fraction of the sensors with these design features had errors greater than 75 and 100 ppm.

Table 3. Association of sensor design features and sensor manufacturer with accuracy based on results of multipoint calibration checks.

	Sensor Design Category or Manufacturer Code
	No. of Sensors
	Zero Offset
	Slope
	Average Absolute Value of % Error

	
	
	Average

(ppm)
	S.D.

(ppm)
	Average
	S.D.
	at 600 ppm
	at 1000 ppm

	all sensors
	75
	35
	185
	1.02
	0.38
	20%
	17%

	single lamp, single wavelength
	19
	64
	93
	1.00
	0.06
	15%*
	9%*

	probably single lamp single wavelength
	17
	72
	298
	0.92#
	0.38
	7%
	6%*

	dual lamp, single wavelength
	2
	---
	---
	---
	---
	---
	---

	single lamp, dual wavelength
	17
	12
	206
	1.23
	0.55
	26%
	28%

	with self calibration
	39
	60
	206
	0.98
	0.26
	12%*
	8%*

	M4
	30
	84^
	108
	0.97
	0.12
	14%^
	9%*

	M5
	20
	76
	280
	0.96
	0.37
	12%
	10%

	M7
	13
	-98*
	169
	1.35^
	0.06
	32%
	36%^

	M1-3, M8-10
	<10 per manufacturer
	---
	---
	---
	---
	---
	---


*in comparison to “all sensor” sample, t-statistic is less than 0.05

^t-statistic < 0.1

# strongly affected by two outliers

Table 4. Association of sensor design features with accuracy based on results of single-point calibration checks.

	Sensor Design Category or Manufacturer Code
	No. of Sensors
	Average

Absolute Value of Error (ppm)
	Average Absolute Value Percentage Error (%)

	all sensors
	119
	204
	46%

	single lamp, single wavelength
	26
	86*
	19%*

	probably single lamp single wavelength
	5
	---
	---

	dual lamp, single wavelength
	9
	---
	---

	single lamp, dual wavelength
	6
	---
	---

	unknown
	73
	262
	59%

	with self calibration
	44
	139^
	26%*

	M3
	20
	357*
	97%*

	M4
	33
	186
	42%

	M5
	18
	112*
	26%^

	M8
	14
	271
	46%

	M1,M2, M6, M7, M9, M10
	< 10 per manufacturer
	---
	---


*in comparison to “all sensor” sample, t-statistic is less than 0.05

^ t-statistic <0.1

Table 5.  Fraction of sensors of single lamp single wavelength design or with self calibrations that had errors greater than 75 and 100 ppm.

	Sensor Design
	No. of Sensors
	No. (%) of sensors with Error > 75 ppm*
	No. (%) of sensors with Error > 100 ppm*

	
	Multipoint calibrations
	Single Point Calibrations
	Multipoint calibrations
	Single Point Calibrations
	Multipoint calibrations
	Single Point Calibrations

	single lamp single wavelength
	19
	26
	13 (68%)
	10(38%)
	5(26%)
	5(19%)

	probably single lamp single wavelength
	17
	5
	2(6%)
	0(0%)
	2(6%)
	0(0%)

	with self calibration
	39
	44
	16(41%)
	21(48%)
	8(21%)
	14(32%)


*Based on predicted errors at 600 ppm for sensors that had a multipoint calibration check.

Figure 7 shows a plot of percent error versus sensor age.  While there is a general trend toward a broader range of error for older sensors, errors are often still considerable for sensors with an age of two years or less.
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Figure 7.  Sensor error plotted versus sensor age.

DISCUSSION

To place the results of this study in context, one must have an estimate of the required accuracy of CO2 sensors used in commercial buildings for demand controlled ventilation.  While most systems only measure the indoor CO2 concentration
, the difference between indoor and outdoor CO2 concentration is a better indicator of building ventilation rate and outdoor CO2 concentrations in urban areas vary significantly with location and time.  One needs to be able to distinguish with reasonable accuracy the difference between peak indoor and outdoor CO2 concentrations found in commercial buildings.  The most representative data set is that obtained from a survey of 100 office buildings by the U.S. Environmental Protection Agency (EPA).  This EPA study measured and recorded five-minute-average CO2 concentrations at three indoor locations and one outdoor location.  If one considers the maximum one-hour average differences between indoor and outdoor CO2 concentration
 from this EPA study, the minimum was 55 ppm, maximum was 777 ppm, average was 310 ppm, and median was 269 ppm.  If one desires a 20% accuracy in measuring the average peak indoor-outdoor CO2 concentration difference as a minimum requirement, then 62 ppm (one fifth of 310 ppm) is a minimum expectation for CO2 measurement accuracy in offices.  The California Title 24 Standard requires a similar level of accuracy “the CO2 sensors must be factory certified to have an accuracy of no less than 75 ppm over a five year period without recalibration in the field”.  

The interim findings of this research indicate that a large fraction of CO2 sensor have errors greater than specified in Title 24 or provided in the applicable product specifications.  In addition, in many cases errors are much larger than specified in the Title 24 Standard.  The following text, drawn from the prior description of results, summarizes the key findings with respect to the accuracy of the single-point sensors:

“Based on the multipoint calibration checks, at 600 ppm, predicted errors ranged from     –594 ppm to +586 ppm with an average of the absolute values of the error equaling 119 ppm.  For 37 of 75 sensors, the predicted error at 600 ppm was greater than 75 ppm.  At 1000 ppm, predicted errors ranged from –990 ppm to +1130 ppm with an average of the absolute values of the error equaling 173 ppm.  For 34 of 75 sensors, the predicted error at 1000 ppm was greater than 75 ppm.  …….  Absolute errors ranged from the single-point calibration checks ranged from – 1300 to + 1490 ppm with an average absolute value of 204 ppm.  For 67 of 119 sensors (56%), the error was larger than 75 ppm.”  

Implementation of both multi-point and single point calibration checks for a sample of 12 sensors provided consistent data on measurement errors.  However, on average, errors from the single point calibration checks are larger than the predicted errors at 600 or 1000 ppm from the multipoint calibration tests.  There are a couple possible explanations.  First, the populations of sensor types in the multi-point and single-point tests differed.  Second, the single point tests were, on average, performed at a lower concentration.  

Analyses indicated that single-lamp single wavelength sensors and sensors with a self calibration procedure described in product literature (these two sets of sensors overlap heavily) have, on average, a higher accuracy.  Thus, the findings of this research suggest selection of such sensors.  Unfortunately, many of the sensors in these categories still have errors greater than 75 ppm.

The Iowa Energy Center (National Buildings Controls Information Program 2009) recently released the results from a laboratory-based study of the accuracy of 15 models of new single point CO2 sensors.  Although their report does not provide summary statistics, their findings are broadly consistent with the findings of the field studies of CO2 sensor accuracy described in this report.  Many of the new CO2 sensors had errors greater than 75 ppm and errors greater than 200 ppm were not unusual.  Maximum errors of new sensors approached 500 ppm.  Also, the new sensors, on average, reported higher than the actual CO2 concentration – consistent with the studies of sensor accuracy in the field.  

Together, the findings from the laboratory studies of the Iowa Energy Center and current field studies indicate that many CO2 based demand controlled ventilation systems will fail to meet the design goals of saving energy while assuring that ventilation rates meet code requirements.  Given this situation, one must question whether the current prescriptions for demand controlled ventilation in the Title 24 standard are appropriate.  However, given the importance of ventilation, and the energy savings potential of demand controlled ventilation, further research and technology improvement activities by industry are warranted.  Some possible technical options for improving the performance of demand controlled ventilation are listed below:

· Manufacturers of single-point CO2 sensors for demand controlled ventilation applications make technology changes that improve CO2 sensor accuracy.  Sensor costs are likely to increase.  

· Users of CO2 sensors for demand controlled ventilation applications perform sensor calibrations immediately after initial sensor installation and periodically thereafter.  (Research is needed to determine if such a protocol would maintain accuracy and whether costs would be acceptable.)

· Demand controlled ventilation systems use existing CO2 sensors that are more accurate, stable, and expensive than the sensors traditionally used for demand controlled ventilation.  To spread the cost of these sensors, multi-point sampling systems may be necessary.  Pilot scale evaluations of this option are included in this project.

· Demand controlled ventilation systems are controlled by systems that count occupants, as opposed to measured CO2 concentrations.  Two optical systems for counting occupants as they pass through doorways are being evaluated within this project, but results are not yet available.  Other people counting options may be feasible, such as radio frequency identification that is now used routinely to indicate location of inventories are provide occupants access through normally lock building doors.

It is clear that further research will be necessary to develop and evaluate these technical options.  Policy changes, such as changes in aspects of the Title 24 standard pertaining to demand controlled ventilation, should be considered as an option for stimulating the necessary technology development. 

CONCLUSION

The accuracy of CO2 sensors, as they are applied and maintained, in commercial buildings for demand controlled ventilation is frequently less than is needed to meet design goals of saving energy while assuring that ventilation rates meet code requirements.  Changes are needed in technologies used for demand controlled ventilation.  Research and policy changes will be needed to stimulate the needed technology changes.  
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* This interim report was produced to provide the California Energy Commission information on the progress on ongoing research.  Because findings and conclusions are subject to change, this document is not for distribution to the public. 


� Some of the identified manufacturers market sensors from other manufacturers.


� Some sensors use the lowest concentration measured in a period of time to automatically reset the sensor’s zero reading.  This automatic zeroing process assumes that CO2 concentrations in the building are periodically as low as the outdoor CO2 concentration and that that outdoor concentration has a specific value, e.g., 400 ppm.  


� Based on authors’ analyses of the CO2 data from this study.
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